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1. INTRODUCTION

REALISM in any endeavor is & criticel input. In our pro-
fession, MILITARY OPERATIONS RESEARCH, it is the most
critical input. I want to emphasize, unequivocally, the
requirement for realistic input data. During these sessions,
you will hear much about operations research and system
analysis techniques, but I suspect there will be very little
on data collection, input date and validation of results.
Without these elements, OR/SA may be & dangerous tool and
can promote many poor decisions. The requirement for
realistic input data is paramount to the success of the
OR/SA community.

Iet Us Look at the History of Our Profession. In the
beginning OR/SA was called operational research. Initially,
British operations resesrch in World War II was on radiolo-
cation. The early OR community in Britain had a distinct
advantage over the OR community of todey. They had im-
mediate feedback on their analyses, and the opportunity to
compare analytic results with actual real world results.
They did not have the luxury of sophisticated methods and
computer techniques available today, but they made extensive
use of real world data in their analyses. Are we doing that
today? I am convinced that the present OR/SA community is
overcome by the sophisticated methods and computer tech-
niques avallable today and doesn't place enough emphasis on
the use of real world data.

2. MILITARY REQUIREMENTS

Why Do I Feel This Lack of Realism? Let me discuss
several examples that I feel illustrate the necessity to
return to the data collection, review of input and valida-
tion phases of OR. The first area concerns OPERATIONAL
REQUIREMENTS. In the U.S., as in most of our countries, the
development programs are based on operational requirements
formuiated by the Military branches.

An example of a critical requirement is mean time between
failure {MTBF) for the system. When we applied OR/SA techni-
ques to three different systems under development (a radar,
an engine, and a helicopter) we soon recognized that from an
operational point of view the original requirements were
much too stringent.
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TABLE 1. MEAN TIME BETWEEN FAILURE REQUIREMENTS
MTBF
SYSTEM HOURS
Air Defense Radar 600
Engine 1200
Helicopter 15

In the case of the air defense radar, the original MIBF
was established without analyzing the operation mission and
the realistic engagement requirements. An effort was under-
taken to analyze the probability of the system being avail-
able as a function of attack time of enemy aircraft and the
system MTBF. Given a failure occurred, various repair times
were also analyzed. Figure 1 shows that the original MTBF
requirement of 600 hours was not required.
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copter was further enalyzed since the engine was not meeting
the requirement.

system indicated that the MTBF of the system less the engine
was 86 hours.

3 were developed.

system MTBF being reduced to 50 hours, could be met if the
engine were to achieve approximately 200 hours MTBF.
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The requirement stated for the engine directly impacted
on the expected MTBF for the helicopter. When test results
indicated that the engine could not meet the 1200 hour
requirement, the logical question was how would a change in
the engine requirement influence the availability of the
aircraft for realistically defined missions.

AMSAA initiated an effort to analyze the mission of the
helicopter. Based on analyses of many mission scenarios, it

was determined that the maximuwm duration of any mission was
about 3 hours. Figure 2 shows the probability that an
aircraft is available and successfully completes its mission
as & function of the MTBF of the aircraft. Significant for
the one and three-howr missions is that a reduction of the
original T5-hour MTBF for the helicopter is not very critical.
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figus 2. Probobihty Hehcopler is Avoilble ond Successivily Completes Mission.

The interrelationship of the MIBF of the engine snd heli-

Data from the testing of the helicopter

Taking this into account, the data in Figure
The significant point here is that the
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test results for the engine showed it could easily meet this
requirement and could be changed without impacting total
system availability (Figure 2).

SISTEM  MTF

8
&
8
-
g
Bl-
5

Figwe 3. Helicopler MIBF less Engine MITBF » 86 hrs.

The overall result of these analyses was a change to the
stated requirements as shown in Table 2, and elimination of
further development and testing to meet unrealistic require-
ments. These are only a few examples of where military
OR/SA has and.can influence requirements. I urge each of
You to increase your study efforts to influence this most
eritical phase of military development.

TABLE 2. MEAN TIME BETWEEN FAILURE REQUIREMENTS

MTBF (Hours)
System Original Reguirement Modified
Air Defense Radar 600 200
Engine 1200 koo
Helicopter 75 50
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3. SURVIVABILITY

Another example, again with electronic equipment, where
OR/SA has been applied, but unsuccessfully, concerns the
survivability of shelters. We spend millions of dollars on
electronic gear. Then we house them in thin walled shelters
which are highly vulnerable to fragments. In the U.S., we
have conducted tests and carried out extensive analyses to
quantify the benefits of additional ballistic protection.

We have conducted full scale verification tests to support
our analytic conclusions. Figure I shows the improvement in
survivability of a standard shelter as a function of weight

of ballistic protection.
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I raise this case because I feel this type application of
simple, straight forward OR/SA supported by realistic data
offers tremendous opportunity for future success as new
equipment becomes more expensive, more complex and requires
longer development cycles.

I cannot stress too strongly the need to address surviv-
ability. OR/SA can provide significant guidance and insight
in this area. We can identify realistic ways to improve
survivability through equipment modifications and tactical
usage. I urge you to accept this challenge.

L. WEAPON DESIGN AND EVALUATION

Now let us address the area of weapon design and evalua~
tion. In the U.S. we have two general classes of targets -
air and ground targets. As one might expect, the design,
development end estimated utility of weapons are very much a
function of the defeat criteria. I question how realistic
our kill eriteris are.

In the case of air targets we have several criteria, but
the two most widely used are:

A-Kill An aircraft falls out of manned control in less
than 5 minutes.

K-Kill An aircraft falls out of manned control in less
than 30 seconds.

These criteria were developed efter World War II to allow
the OR/SA people to conduct vulnerability assessments.

There was little consideration given to the realistic battle-
field environment, the threat and desired results. These
criteria have been used for over 30 years to compare the
relative effectiveness of systems.

However, when these criteria start to dictate design of
weapon systems, I become alarmed. Usually we state a
requirement for a K-Kill at long ranges for an air defense
gun which leads to & large caliber system. It is driven by
the desire to produce a K-Kill before an enemy sircraft can
drop its ordnance.

An investigation of combat data indicates that aircraft
attacking ground targets, need not be catastrophically
destroyed. We point out that the mere presence of air de-
fense guns, degrades delivery accuracy of air delivered
ordnance and also results in aircraft damaged that do not
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return. Table 3 shows the relative accuracy of air de-
livered ordnance experienced by the U.S. in Vietnam for no
ai1 defense, light and heavy defends. The degraded accuracy
has a significant effect on the damage level produced.

TABLE 3. ACCURACY OF AIR DELIVERED ORDNANCE

Air Defense Relative Accurecy

None 1.0
Light 1.5
Heavy 3.1

Of equal or greater importance is the fact that aircraft
that are hit, but not necessarily killed, have difficulty in
completing their mission, and require repair time. 1In
Vietnam we found thet of the aireraft hit by 23mm and 3Tmm
projectiles and not killed, over 50 percent aborted the
mission. For some aircraft hit that returned to base,
repair time in excess of 30 days occurred.

So, I question whether or not the K~kill criteria is
realistic when a large numerical threat exists, and large
caliber systems have limited rates of fire and present
greater logistical burdens. Thus, to realistically deter-
mine the characteristics of a system, we must go far beyond
the single statement of a kill criteria.

In the case of air-to-air missiles, again the desire for
a K~kill is leading to greater sophistication in warhead
design, fuzing and guidance in an environment of reduced
weight for missiles.

I urge the OR/SA community not to .accept blindly the cri-
teria developed in the past, but concentrate on analyzing
the real world situation and apply or develop appropriate
criteria. The threat, technology and operational require-
ments of today are entirely different from those of WW II

and must be reflected in the criteria we use for evaluation,
Although I've only discussed air targets the same arguments
hold for ground targets.
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5. ENVIRONMENTAL CONSIDERATIONS

Another critical factor to consider is the environment.
Given & weapon or weapon systems for evaluation, the environ-
ment in which it is to perform is a basic, critical con-
sideration. Today in the U.S. we hre come to depend on
sophisticated and accurate systems. The OR/SA community has
done many studies in support of decisions on laser guided

(COPPERHEAD), Smart Bombs, electro optical (MAVERICK) and
wireguided (TOW) systems.

How realistic are these analyses? Until the 1973 Arab/
Israeli Wer, I must say they were not very realistic. The
extensive use of guided systems in 1973, prompted us to re-
learn the lessons on the use of smoke. In the U.S. con-
sidersble effort is being expanded to quantify the effects

of smoke, dust, and poor weather. I hope we have not gone
too far on precision systems!

Going back to the Vietnem War, again reminds me of how
the OR/SA community lacked realism in its treatment of the
environment. We traditionslly evaluated weapons in open

terrain, however, in Vietnam we had marsh grass and rain
forests,

The OR/SA community had generated data recommending usage
of weapons and fuzes based on the open terrain. Needless to

say, the data base did not apply end as a result we launched
a very aggressive data collection program.

Today we have & much better data base for realistic
assessment of weapons. But as weapon designs change and
become more sophisticated, these data base must be updated.

Otherwise, OR/SA in the weapons area could mislead the
decision maker,

Before leaving this area, I raise a word of caution. In
accepting data on new systems or analyses on systems, we
must take into account the impact of the particular environ-
ment considered and the appropriate cperational application.

6. LOGISTICS SUPPORT

Now, after a system is fielded - how about its logistical
support? The most effective system is useless in the field
if it cannot be supported. The logistical support system is
very complex and costly. OR/SA can definitely make a sigrif-
icant contribution in this area, however, to date very
limited application of OR/SA has been seen.
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In the U.S, considerable emphasis is being placed on
spare parts provisioning ~ for both nominal wearout and
combat damage. Again, a review of Vietnam comhat data has
led us to relearn' the lesson that the spare parts required

for combat are much different than those required in peace-
time operations.

This is illustrated very clearly by examining damage to
armored vehicles, When an armored vehicle is damaged by a
threat wedpon, the wiring harness suffers damage. We do not
stock wiring harness because they do not wearout in peace-
time. Another example is the fuel cell in helicopters. The
fuel cell represents a large presented area on the heli-
copter and is frequently damaged in combat. In the U.S. we

stock very few fuel cells - again because they do not wear-
out.

We have not performed too well in the logistical area. A
significant study effort is required to address realis-
tically the required logistical support for key systems. 1In
addition, reliable deta collection efforts are reguired. To
improve the date base, special semple data collection pro-
grams are esteblished. Also, AMSAA has a unique mission of
sending teams to the field to investigate the performance of
equipment and as a result identifies problem areas for
future investigation. These investigations range from
redesign to maintenance of equipment as well as identifvin_
requirements for changes ir. TO&LE¥, training and suppc:t.
There is a great deal of noney, time and resources leve’cd
to new developments, new technology - but not that much
money and resources dedicated toward improving fieldeu
equipment. Why not? That is what my field liaison progre..
accomplishes - IMPROVING FIELDED EQUIPMENT. This program
thrives on realism., We do not rely on reports, or on sur-
veys - we rely on "face-toface" contact with the soldier in
the field. The program offers an excellent check on equip-
ment performaence in the hands of the soldier versus preving
ground assessments of performance.

T. SUMMARY

I have attempted to provide you my thoughts on areas
where I think OR/SA needs increased emphasis. In sumwary,
we must concentrate on a well balanced and realistic ap-
proach supported by reasonable data from many sources. Too
much emphasis on one element, too much emphasis on computer

techniques, too much emphasis on complex simulations can all
lead to misleading results.

*
Table of Organization and Equipment

—10—

TR R ST T g e o e TR IR ST et

\
;
H
H
3

MRS

N »
L)
)

W

T T B ORI, e DY P P rcuatiAL

,

I

P O e A AL L ivs 5} Aatrabar 2/ X wnews i AN i et L

SN 2o o e PR e D L AN R P B b, Wyttt o st s ne 3

x A
i ek

T IRE R RO I S W ef A R A

-
by ¥
A

i
(R

i“k' -
izl

B
e
NEr2y T

X




NS TR w. AT BN YO, w..a?. NPT

NG 7
Ve R N S R A T L L] uﬂﬂlq.wé B2 TR LA ) me,. HWOLETENS
A e \

’ -

T R e G TR R hf.&gﬂ@m&réﬁﬁ&ﬁggw@mﬁw .w.u:ﬁ.gg n
B ] + ® N o i
' (2 v. I oy {

A

H
e

I

ARRREGT S

T

by

ik

i < 3
{ o 0 @
Befe %
5888 . o
& TP e (= o
? “ 0 P
X 8wdm 1 g
; 0384 5
) g,2% & 3
£ 98 o =
: 497° 9 2 %
§ R = g
/ =
3 be 0 - ;.
5 o 00w ] o )
’ 6 . @O0 o n
: Thoges B S _ 245
m 00w @ & 1 :
: g ags B g -
, “eggg & _
v PL .8 w 5
: dgass g B
i HEQaud
i 44828 4 &
% ord o
%w mmmta o . %@
3 <0 0 Q04 OL w o
5 nagsP s .o
¢ D e o [T (SR
S EEPV o o Q0
iy D orp L0 Su
iy £ o a E 0 ©n &
e ) - n Qo o o @
; S0 0w g gm 3
: P x N 0O @ o~
. 2,0 O N YW
H - Q K]
; el DS B 08 &
; o s b8 30 w O
§ S eA ot o ol P
g 0 p>0d P we
N. Ad+*3 48 -5
! -t
; szge &9
: f ol a2 oA & @
0
1

e LR e s )
A



i LV
T ng;amu%ﬁmﬂyﬁagﬁh§§§3§ﬁ§§%’“~

. tht] i A TETE
. + reuneyeemy NESPESET IR SENE ¢ FEYCaTIN . SR ES ) e 4
0 Z perrwor-rnINEIC NI G Fors g S
p2om - > -
s {perorcarAcrrPEEEENY ; AT o
o mve zeen s 4
B LA pACeI LT gy

3

e & o 520
3 et

>

A

RECENT DEVELOPMENTS AND FUTURE DIRECTIONS
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IN TRANSPORT SYSTEMS ANALYSIS
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ABSTRACT. The broad patte~ns of expenditures on trans-
port services are outlined and the general characteristics
of the typical planning process are described along with the
role played by transport systems analysis. The properties
of the transport systems analysis tools used in several of
the major transport sectors are then described where the
major emphasis is on the urban transport sector. The ad-
equacies and deficiences of available systems analysis tools
are discussed and the opportunities for improvements are
identified. It is concluded that the most potentially pro~
ductive areas of research are at the interfaces between
transport systems and the socio-economic environments that
they serve, rather than within the transport sector itself.
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1, INTRODUCTION

Large scale transport studies employing computer-based
systems analysis techniques began to emerge in several
rapidly growing North American urban areas during the 1950s
with the seminal studies originating in Detroit [1], Chicago
[2) and Toronto [3]. Since that time comprehensive trans-
port planning studies have been conducted in hundreds of
cities throughout the world [4]. The methodology established
for metropolitan transport studies [5] has been adapted for
use in other transport sectors such as inter-city transport
with the studies performed in the Boston-New York~Washington
corridor of the U.S.A. during the 1960s [6] representing one
of the first major applictions.

The primary aim of this paper is to provide an overview
of the accomplishments of transport systems analysis during
the past two decades and to identify potentially productive
opportunities for improvements to existing techniques. The
bulk of the observations made in this paper pertain to the
urban transport sector with some comments on the inter-city
and regional transport sectors. In addition, the particular
thrust of the paper is conditioned by the Canadian environ-
ment and some of the observations made may not apply to
other countries of the Pacific Rim because of the tremendous
diversity of social, cultural and economic¢ characteristics
that exist.

2, TIMPORTANCE OF THE DIFFERENT TRANSPORT SECTORS

Fig. 1 summarizes the components of transport expendi-
tures in the U.S.A, in 1972 [7]. While some changes may have
occurred during the past six years because of economic growth
and change the broad patterns of reverues and expenditures
would be roughly similar at the present time. The diagram
1llustrates that domestic expenditures represented about
97.5 percent of the total domestic plus international ex-
penditures on transport. About 85 percent of all expendi-
tures were on highway transport with approximately half of
these expenditures on the passenger car. The bulk of these
private car expenditures were for urban transport and Fig. 1
also illustrates that about 21 percent of all transport ex~
penditures were for local truck transport in urban areas.

In other words about 65 percent of the transport expenditures
in the U.S.A., in 1972 were for the wovement of people and
goods within urban areas.

Fig. 1 shows that approximately 30 percent of all trans-
port expenditures in the U.S.A. in 1972 were for inter-city

—13—

oL
R

v

T S

PRV

LY S e kv as £

¢
TN

g, o,
S e

LS

5




PRSI~ tvn iy )my«%;’s}v':\'q.c"?;;gi‘qy)g(maww R DT LN o

o
3
5

a

)
¢
¥
)
H
b
¢
¥

-. A
-
i

. PASGSENGER CAR
‘ “‘: 36 46-5% ﬁ
AUTO ‘ TAX| f
1,580 O 7%

| INTER-CITY :
I — 4),668 17:3%

TRUCK 1 LocaL
50,498 2l 0%

INTER-CITY

9i2 0-4% :
BUS SCHOOL ’

| )547 0‘6°/o

—— LOCAL TRANSIT
1,728 0-7%

TOTAL DOMESTIC — PASSENGER |
240,215  975% RAL—o 389 04%
(S millions ) L careo ;

12,512 52% ;

GENERAL |
[ 3,735 1-6% :
——— AIR ——— PASSENGER :
7,929 33%
CARGO
877 04%

___ PASSENGER

| 14
— —
WATER | canso

1,982 0-8%

R o BRI PO PR I

" PIPELINE — 1,598 07%

L% Rty R A

VLN
*

6 ¥ a0
ORI

PRI Ragd

-

FIG. | -~ DOMESTIC TRANSPORT EXPENDITURES U.SA,
972 .

A4S,

2 awd?
i)

¢

N )

-

. Y .
Ty PRNNEY'S PR

N
AN A
o

—— § R X ~
T o, S e s, S e e I e o
R R T T T T NININEY 2515l 20 AT ALK D) o TR




R R o S T R R B W R
R 2

B N N S S YR T I VeSS RS R« ok Ry MOy

(RS PRI Y

transport services. Inter-city truck movements accounted

for more than half of these expenditures, with the rail trans-
port of freight and the air transport of passengers represent- ‘ 3
L ing the next most important modes of inter-city transport.

o . g " PRI

2.1, International Comparisons

T 2 " oot B

: The relative importance of the different transport sectors H
’ may vary significantly between countries depending on factors ;
such as the degree of urbanization, the geographic scale of ' :
the country, the character of the economy and so on. One X
example is provided by Fig. 2 in which the rail net~tonne~ ;
kilometres and the air passenger~kilometres in 1960 and 1974
are shown for selected countries [8]. The upper diagram
shows that rail freight movements in Canada in 1974 were f
avout one-sixth of the movements in the U.S.A., while the :
Canadian population was only one-tenth of that of the U.S.A. 4
Population is more dispersed in Canada than in the U.S.A.
i and market areas for manufactured goods are broader., It is
| interesting to note from Fig. 2 that rail freight movement
growth almost doubled in both Canada and Australia between
1960 and 1974. Most of this growth resulted from increased
exports of bulk natural resourcgs such as coal and iron ore
as well as grain shipments.
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The lower part of Fig. 2 illustrates that the air travel
mode is more important in North America than in Western
Europe and Japan although the rapid rates of growth in air
travel in both West Germany and Japan should be noted. Inter-
city travel distances are very large in the U.S.A., Canada
and Australia and the much higher amounts of air passenger
travel per capita in these countries are illustrated in
Fig, 2.
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3. THE TRANSPORT PLANNING PROCESS

The broad sequence of steps involved in the typical
transport planning study is illustrated in Fig. 3. Tramsport
demand is a derived demand and Fig. 3 shows that calibrated
transport demand models are used along with estimates of the
future distribution of human activities to estimate future
travel demands. These calibrated systems analysis models
are also used to estimate the transport network equilibrium

G ey

222y Easiot e sk oo,

L ¥

2y

E flows that are likely to result from the interaction between ﬁ

demand and a particular supply strategy. Transport supply g

% strategies are not only concerned with the provision of }

o a particular technology but also with the operating and p

T pricing policies applied to a technology. ‘g
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The final phase of the process illustrated in Fig. 3 is
concerned with the analysis of the probable impacts of alter-
native strategies and thelr overall evaluation. The types of
impacts considered will vary between transport sectors but for
the urban transport sector these might include noise and air
pollution effects, energy consumption, changes in the mobility
of the various socio-economic groups living in a community
and the economic efficiencies of the proposed investments,
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Fig. 3 suggests that the choice of a particular transport
strategy from those considered to be technically and econom-
ically feasible is not part of the technical process of trans-
port planning but is the prerogative of governments in most
transport sectors. Technical information on the probable im-
pacts of alternative strategies allows informed debate and
the necessary arbitration by politicians to take place. |
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The transport planning process that has emerged from the

many urban transport planning studies represents one of the
x first civilian applications of modern systems analysis tech-
2o ' niques. An important principle of systems analysis is that
- the technical components of the process are directed towards
b explicitly defined objectives. Objectives evolve from the
4 specific issues to be resolved by the planning process and
the objectives have an important influence on the strategies
proposed as well as the way in which these alternatives are
analyzed and evaluated. Changes in the objectives set for
transport systems will stimulate changes in the technical
process used to achieve these new objectives.

3.1. Hierarchical Levels of Planning

Transport planning and design activities are carried on
at a number of levels of detail and with respect to a number
of time horizons. Three broad planning levels may be ident-
ified and these are the transport systems management level, ?
the transport systems planuning level and the strategic plan- {
ning level. Transport systems management is short-run in
nature and is directed towards the optimization of existing %
transport facilities., Transport systems planning is usually .
directed towards time horizons of 10 to 15 years and is con- :
cerned primarily with the identification of capital invest-
ment opportunities. Strategic transport studies are con-
cerned with time horizons of 20 to 30 years and typically the
transport system is considered as just one element of a broad
development strategy. Clearly the systems analysis tools
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33 I that might support each of these levels of planning will be i
‘AR different in character. The techniques outlined later in ‘é
?g ﬁ*ﬁb this paper are concerned primarily with the transport systems ¥
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planning level.
4, URBAN TRANSPORT

Much of the research and development work on transport
systems analysis during the past two decades has been
directed towards the urban transport sector. The dominant
transport-related issues have changed very dramatically
during this period and the characteristics of the analysis
tools have been re-oriented to these changing circumstances.
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4.1. Changing Objectives of Urban Transport Planning

In most of the metropolitan transport planning studies
conducted during the late 1950s and early 1960s the planning
objective was one of reducing road congestion given the con-
ditions of sustained urban growth and rapidly increasing car
owership. The pre-occupation of urban transport planning
with the development of long-range capital investment pro-
grams began to change during the late 1960s. Many communi-
ties throughout the world abandoned plans for freeways and
fixed route public transport systems that had been developed
in the earlier studies.

A S . ————

In the late 1960s and early 1970s the objectives of urban
! transport planning studies broadened in a rather dramatic way
with mobility objectives becoming just part of a broad set
of objectives concerned with environmental impacts, energy
conservation and land development. These changing objectives
required new policy analysis tools that were capable of
testing a range of policy responses such as pricing, traffic
restraint as well as longer range land development alter-
natives.,

4.2, Estimating Urban Travel Behaviour

Urban transport systems analysis models attempt to cap-
ture the transport decision making behaviour of individuals
and the ways in which this behaviour might be influenced by
changes in the transport policy environment affecting in-
dividual trip makers. The trip making behaviour of individ-
uals has been represented traditionally by a sequence of
transport sub-models of the following form:

my m _mr
= 1
t:ij Py Si4 545 Siy )
. where Ggg = The number of trips from some zone i
K to a zone j by mode m and modal
i;:‘ network route r
‘ 3 —19—
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py = The number of trips produced in zone 1
Sij = The proportion of trips produced in zone 1
that travel to destinations in zone

The proportion of trips between 4 and J
that travel by mode m

.

P

s?§ = The proportion of trips between zones 1
and j by mode m that travel by route r

The travel demand matrices calculated by equation (1) are
conditional in the sense that they are for a particular
spatial distribution of human activities and a specific
transport supply strategy. Equation (1) may be stratified
by socio-economic group and the location of the modal split
sub-model, sij » in the sub-model sequence varies [5].

§ SRR st s

[ oo
3

0 Y L

A fundamental issue that arises in estimating the para-
meters of the sub-models of equation (1) is the extent to
which travel decisions may be treated as a sequence of sep-

; arate choices or must be treated simultaneously. Most of the ,
operational forms of equation (1) that have been developed i

assune that choice decisions are separable and may be built

up from a sequence of conditional probability measures which f

reflect the chains of decisions made by urban trip makers.

, For example, s{% may be interpreted as the conditional pro-
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bability that a trip maker will choose transport mode m {
; given that the trip is between zones 1 and j , and so on.
' At each stage of decision, choice is viewed as being con-
ditioned on fixed preceding decisions and optimal succeeding
decisions. If the utility derived from each level of deci-
sicn is additive then decisions may be treated as being .
, sej arable. If utility is not separable then the decisions )
mu-it be analyzed simultaneously. This is a very critical

is jur: since it governs the way in which model structures are
sp :ified and estimated.
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The first sub-model in equation (1) is trip generation, N
“rio generation has been largely a matter of empirical in- }
i vestigation in which the observed rates of trip generation

for some system of basic spatial units have been related to ;
i measures of the amount of human activity in those spatial ‘ :
units through regression analysis [5]. Traditionally, trip .
senzaration rates established in this way have been assumed
to e inelastic to tramsport supply. While this app.oach
was satisfactory in the earlier studies concerned with esti-
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[ mating future car traffic volumes it is unsatisfactory for
2 the analysis of policies geared to traffic restraint,
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Perhaps the most important and intractable problem in -
: transport systems analysis is understanding the patterns of :
! human activity interaction. There is a need not only for {
i understanding existing spatial linkages but how these link~ K
H ages might change and develop over time in response to )
changes in the transport system and land development. The :
: spatial linkages that exist in any urban area have been built :
: up over many years and reflect a myriad of individual location
decisions made by households and institutions. Most of the
avallable spatial interaction models available for estimating ]
the sij in equation (1) are of the comparative static type
in that they are estimated from cross-sectional travel data
at one point in time. Some of these models require fully
specified activity distributions at both the origin and des- ’
tination ends while other models require only partially spec- :
ified activity distributions with the models estimating the i
locations of the remaining activities along with the spatial
linkages. 8Some of the spatial interaction models have their
! origins in the gravity and potential concepts of social
science while others are based on certain principles of math-
ematical programming.,

22

4.2.1. Gravity Type Models

There are two basic components of spatial interaction
and these are the number of trips between any pair of zomes,
t:ij » and the associated costs of travelling between the

‘ zones, cij + In urban transport planning travel costs are

used in the generalized sense and include monetary costs,
time costs and comfort/convenience costs. A third dimension
of the problem is that the row and column totals of any trip
interchange matrix must be equal to the so-called trip-end
constraint equations:

; ;Etij=pi (2)
f
= The total number of trips with origins
in zone 1 , the so~called trip productions
It,,=d (3)
i S

= The total number of trips with destinations
in zone j , the so-called trip attractions

’

Y O T I P

2 Addtional constraint equations may be introduced which ensure,
for example, that the total amount of travel effort is equal

o —21—

I3

::g:))\

i

v
R 35.

\

£l
S
e

Aebol

b,

N
e
%4

R P
. - Hane s REF TS

o

o i—g";:< T, ;;E, D T T R R AR R )




W G R e R

e e L PRergr b Chamnn w o h

to some specified constant:

C=ZXcZc (4)
13 4
Most of the spatial interaction models that have been r

used in transport planning studies throughout the world had
their origins in the pioneering work of Voorhees [9].
Voorhees adapted some of the earlier work of social scient-
ists who had applied simple gravity and potential concepts

to the modelling of human interactions of various types in-
cluding trade, migration and communications flows. The
gravity type models used in most transport planning studies
have been derived heuristically. 1In 1967 Wilson [10] made

a major contribution to spatial interaction modelling by pro-
posing a formal procedure for deriving spatial interaction ,
models. Using some entropy maximizing concepts from statis-

tical mechaniecs he showed that a family of spatial inter-
action models could be derived in a consistent manner from
the constraints imposed on the trip matrix. The Wilson
version of the production-attraction gravity model is:

t15 T P1 %y
-Bc¢
=py bi bj aj e i3 (5)
-Bc
- iy -1
bi [g bj ay e ] (6)
_Bc
- 13y-1 %)

by = [Eby py e

The terms bi and b, are usually referred to as balancing g

factors which ensure that the constraint equations (2) and i ;
(3) are satisfied and the parameter B ensures that the
constraint equation (7) is satisfied.

While gravity models have been used widely in transport
planning studies at both the urban and inter-city scales
their capabilities in estimating observed spatial interaction ;
patterns have not been exhaustively examined. Hutchinson j
and Smith [11] have examined the extent to which state~of- ;
the-art gravity models are capable of explaining journey to :
work patterns in the thirty census areas of Canada and have
concluded that major improvements to the gravity model are

. : required. Many of the residuals between the observed and
: % estimated trip interchange flows were as large as the observed
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trip interchange magnitudes. Most errors result from the
attempt to calibrate a cross-sectional model to trip link-
n§ patterns that have developed over long periods of time
and where these linkage patterns reflect the spatial distri-
butions of housing and job opportunities that existed at
various points in time. It seems clear that dynamic forms
of the gravity model must be developed in order to predict
better the future development of trip linkages in urban areas.
While Wilson [12] has proposed dynamic forms of the gravity
model few serious attempts have been made to calibrate these
types of models. Hutchinson and Smith [13] have described
some initial attempts to calibrate improved gravity models
for the fifreen census areas of Ontario.

4,2,2, Mathematical Programming Approaches

While the majority of the work on urban spatial inter-
action has been with gravity-~type models a number of alter-
native approaches have been suggested [5]. One of the most
interesting alternative approaches is based on the transport-
ation problem of linear programming and Blunden and his co-
workers [l4, 15, 16] have formulated the trip distribution
problem in the following way:

minimize Z = % g tij cij (8)
subject to j)f t:ij =Py 9
;7 L5 < 8y (10)
tiij,pi?_O,ajZO (1)

The assumption of this approach which is embodied in equation
(8) is that the equilibrum trip distribution state for a given
human activity allocation and a particular transport network
is given by the set of trip distributions which minimizes the
total travel costs of all trip makers. Lvans [17] has shown
that the trip matrices estimated by the linear programming
solution are approached by t-ose estimated by a gravity model
with B8 tending to infinity.

The validity of the linear programming approach rests on
the assumption that residential and workplace locations, for
example, are selected jointly by all locators so as to mini-
mize collectively the total travel costs. Comparisons of
trip matrices estimated by linear programming with observed

—23—
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matrices show that the estimated mean trip lengths are 3
shorter than the observed. Trip matrices estimated by linear i
programming assume implicitly that location decisions will be ' 1
made on the basis of the marginal social costs of travel. ) H
However, locators perceive the average costs of travel in , :
making location decisions which are lower than marginal ; }
costs and longer trip lengths result. i 3

3 e v aenn

While the linear programming approach has deficiencies
it does provide important insights intc the interactions j
between land use and transport through the dual formulatiom '
of the problem stated in equations (8) through (11). The
dual variables calculated by this formulation provide some
interesting information about the travel cost implications
of unit changes in the production and attraction trip ends
brought about by the relocation of residences and workplaces.
Information of this type is particularly useful for strategic
planning where the transport implications of alternative ar-
rangements of land use are being explored. Blunden and
i Black [16] provide an interesting application of the primal/
¢ dual formulation to the Sydney, Australia region.

P RS TS

Skl b BPatnad PSR Lo b s

4,2.3, Understanding Transport Mode Choice

In the earlier transport studies empirical relationships
i were developed between the modal choice probabilities of
: different person types and some verv coarse indicators of
transport system properties. These earlier methods were sat-
isfactory for estimating the broad proportions of trips by
public transport and private vehicles for an unchanged policy
environment but they were found to be unsatisfactory for

testing fare changes, the impacts of traffic restraint schemes,
and so on.

Two of the principal contributions to the better under-

' standing of modal choice decisions during the past decade
have been the development of the so-called disaggregate
models of transport demand and the concept of generalized
transport cost. Disaggregage models of transport demand
began to emerge in the early 1960s [18] and became quite well
developed during the late 1960s and early 1970s [19, 20, 21].
The term disaggregate was used to reflect the fact that the
analytical techniques focussed on the behaviour of individ-
uals rather than on the average behaviour of groups of
people. The basic form of disaggregate modal split models
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is:
km k m k m
845 = f(w, xij)/g f(w, xij) (12)
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km -

where sij

The probability of an individual of type k
choosing a transport mode m for a trip

between zones 1 and j

k
fw, x;g) = A function of a set of variables wk which
describe the characteristics of an individual

of type k and variables x;g which des-
cribe the characteristics of a transport mode
m between zomes 1 and j

A number of mechanisms of choice have been postulated in
order to derive the character of the function used in
equation (12) where these postulates have been derived from
theories of choice in economics and psychology and a typical
function form is the so-called logit model with the following
form [22]:

k m
e-A cij
km
sij = X m (13)
-2 cij
L e
m
where Ak = A person-type parameter which reflects the

impact that transport mode attributes have
on the modal choice behaviour of person type
k

ci} = The generalizated costs of using mode m
between zones i and J

A critical component of the modal choice model defined in
equation (13) is the generalized travel cost variable which
is usually calculated from:

m im x2m x3m 4m
cij al xij + a, 13 + a3 13 + xj (14)
where xi? = The in-vehicle travel time between zones i
and j by mode m
xi? = The out-of-vehicle travel time (wait, transfer)
between zones 1 and 3 by mode m
xi? = The fare or other monetary costs of travel

between zones i1 and j by mode m
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i xl°m = The parking charges or other terminal costs ‘
! J at zone j for travel by mode m

8 There is still some debate about the methods of estimating .
" the parameters of equations (13) and (14). A number of in- *
§ vestigators have shown that the )\ parameter magnitude of

& (13) 1is sensitive to the estimation method used. In addition

1 the parameter magnitude is influenced by the structure of the

s generalized cost function selected. ‘
4 The general form of the logit model specified in equation {
| (13) has been used to analyze other types of transport choice :

situations such as decisions about car ownership, time and
frequency of travel and destination choice [23].

SBEENAA Y

B 4.2.4, Route Choice Mechanisms

e

b The fourth and final sub-model of equation (1) is the

% network route choice sub-model. In many of the earlier

Y transport studies road traffic demands were assigned to the

i minimum travel time path between each zonal pair on the as-

f? sumption that this represented the demand for road capacity

»ﬁ and that adequate road capacity would be provided along these :
{E paths by the construction of new facilities. Many of the ,
:; transport studies performed during the 1960s recognized that i
i road capacity could not be increased in many parts of an ) ’

3 urban area and capacity-restrained assignments were used to '
B estimate equilibrium traffic flows. Most of the traffic as-
¥ signment procedures which have been developed are based on
the assignment principle enunciated by Wardrop [24]. The
basic principle proposed by Wardrop is that traffic on a net- ;
work distributes itself in such a way that the travel costs
on all of the routes used between any pair of origin and des-
tination zones are equal while all unused routes have equal N
or greater costs.

Route assignment methods which are based on Wardrop's
principle and which employ some form of capacity restraint
seem to provide adequate representations of total traffic
patterns [25, 26]. Florian and his co-workers [27,28] have
proposed an equilibrium assignment technique based on Ward-

l rop's principles that provides good estimates of observed
! traffic flows.

s, 27 Xues

l 4.2.5, Adequacy of Existing Models

i The transport systems analysis techniques which have
evolved during the past two decades tend to be rather cumber-
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some, tive consuming and expensive. A period of about two
years is required for data collection and coding, model
development and network analysis. While there have been
significant improvements in each of the sub-models imbedded
in equation (1) there are still significant weaknesses in the
model set.

An important problem with current models is the lack of
consistency both between and within sub-models: At the
broadest level there is the concern about whether the choice
mechanisms of equation (1) may be treated sequentially or
must be examined simultaneously. Also each of the sub-models
incorporates some measure of generalized travel costs and
these costs are not consistent between each of the sub-models,
Travel times between zones are typically used in trip distri-
bution and route choice sub-models whereas generalized travel
costs of the type specified in equation (14) have been used
in many modal split models and in the evalusation of the user
benefits of alternative strategies.

Perhaps the major difficulty with all of the sub-models
is that while they are capable of reproducing travel behaviour
observed at a particular point in time there is no guarantee
that these cross-sectional type models are useful for esti-
mating the marginal changes in future behaviour. For example,
it has been noted already that gravity-type trip distribution
models calibrated to cross-sectional data from one particular
year simulate in some average way spatial interaction patterns
that have formed over many years and stages of development
but there is real concern about thelr ability to capture
marginal changes in trip distribution patterns over time.

Models of the type defined in equation (1) proauce travel
demand estimates which are conditional on the exogenous spec-
ification of urban development patterns. Urban development
patterns emerge simultaneously with actions in the transport
secter and the sequential and conditional modelling of travel
demands creates ma‘')r difficulties. Modelling capabilities
have been developed which attempt to capture the joint char-
acter of land development and transport.

4.3. Urban Systems Models

The transport systems analysis models discussed in the
previous sections have been used principally in transport
systems planning studies where the principal aim was to
identify opportunities for new investments in transport capa-
city. More recently the techniques have been adapted for use
in the shorter-run transport systems management studies.
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While much of the current transport planning emphasis is on
the shorter-run tactical policies there is increasing recog-
nition of the need for longer-run strategic studies which
focus on the potential for manipulating travel demands through
better land development planning. Studies on this type must
be supported by analytical capabilities with a very different
character to those used in the shorter-run management studies
and the medium-run transport systems studiles,

Lowry [29] was the first to suggest linking gravity-type
allocation models together in order to reduce the extent of
the exogenously specified constraints imposed on the distri-
butions of urban activities. Most modelling approaches
specify part of the employment distribution exogenously with
the model allocating the spatial distributions of the remain-
ing employment and the household sector endogencusly in re-~
sponse to specified land development and transport policies.
Wilson [12] and Batty [30] have reviewed much of the work on
urban activity systems models conducted over the past two
decades. Fig. 4 illustrates the structure of urban systems
models of the type mentioned previously. The allocation
functions imbedded in this type of urban systems model are
usually of the gravity type with the following household
allocation function providing an example:

-Bkc -Bkc
wk hk ij hk 1j
s,, = 2, e /E 2. e
1j 3 j 3 (1s5)
where sZ? = The probability of an employment of person
type k working in zone 1i and living in
zone j
hk

%, = The amount of land available in zone j

J for residential development that is
compatible with person type k housing
preferences

and the Bk and cij reflect the effect of the transport

system properties on the residential location choice behaviour
of person type k .

Hutchinson [31] has described an application of this type of
model to planning problems in the Toronto, Canada region while
Sarna and Hutchinson [32] have described an application to

the Delhi region of India. Said and Hutchinson [33] have out-
lined a model framework which is directed towards estimating
the time staged development of urban area.
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Normative urban systems models have been developed which
search for urban development patterns that optimize a particu-
lar objective function [34, 35]. Gupta and Hutchinson [36]
have described a land use~-transport model for optimizing
development in the Delhi region of India. The model searches
for regional development configurations that minimize the com-
bined costs of providing urban infrastructure and inter-—urban
transport costs. The objective function is a non-linear func-
tion of the regional activity distribution and a sequential
search procedure is used to identify the least cost alternative.
The search procedure operates by allocating a hypothetical in-
crement of population growth to each urban centre in the
region and then estimates the employment growth necessary to
support this population increment along with the expected in-
crease in inter-city travel demands. The total costs of devel-
opment are then estimated and the population increment is al-
located to the wurban centre with the minimum marginal costs
subject to any constraints on population and employment holding
capacities and on inter-city transport capacities. The search
procedure continues until the total expected regional popu-
lation growth has been allocated. Simple policy analysis tools
of this type may be used to highlight the costs and impacts of
alternative regional development strategies.

While the behavioural and normative urban systems models
which have been developed and used over the past two decades
have provided useful information for planning studies they
represent highly simplified abstractions of the urban develop-
ment process. A large amount of information must be specified
exogenously to all urban systems models and the outcomes pre-
dicted by the models are influenced strongly by these constr-
aints. For example, the amount of vacant land available for
residential development at any particular time is usually
identified exogenously to most models., In the North American
environment this is influenced by a myriad of decisions made
by governments, land developers, planners and bullders. The
development of truly policy-sensitive urban systems models
requires that many of these factors be incorporated in the
model structura rather than being specified exogenously by the
policy analyst. In addition, the locational choice mechanisms
of individual and institutions are poorly understood and are
incorporated in a very macroscopic way as indicated by
equation (15).

5. INT£R-CITY TRANSPORT

The information presented in Fig, 1 indicated that inter-
city transport expenditures in North America represented a
relatively small proportion of the total expenditures on
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transport. The bulk of inter-city passenger transport is by
the private car. In a recent survey of inter-city trips
(trips greater than 30 km) in Canada [37] it has found that
about 85 percent of all person trips were by the private auto-
mobile., Of the 11 percent of the trips using public transport
more than half were by air and about one-third were by bus.
Rail passenger services accounted for only 1 percent of inter-
city travel.

On the other hand the inter-city cargo movement costs re-

Present about one-quarter of all transport expenditures with

the bulk of these expenditures in the U.S.A. being on inter-

i city trucking. In Canada inter-city trucking has the largest
. share of the inter-city cargo market and the rall mode is re- i
{ latively more important than in the U.S.A. capturing about i
one~third of the inter-city cargo transport expenditures. |
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In Canada the issues associated with inter-city transport
have a distinctly different character to those associated
with the urban transport sector. Most of the required inter-
city transport infrastructure is in place and major capital
investments in new capacity are not likely to be required for
some time with the exception of some additional air terminal
capacity at one or two locations along with some inadequacies
in the Prairie grain export handling system. The inter-city
transport sector problems are not concerned with shaping or
controlling demand as is the case with the urban transport
sector, but they are concerned, primarily with improving the
utilization of existing transport services.
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The urgency of improving the economic efficiency of inter-
city transport in Canada is illustrated by Table 1 in which
the annual economic costs of public infrastructure and the
corresponding revenues for three transport modes are shown
[37]. Rall costs are not shown in Table 1 since Canada's
two major railways finance and operate their own infrastruc-
ture without direct government subsidy except in special
cases, Table 1 shows that in 1975 the cost recovery varied
from 17 percent in marine services to 59 percent for the high-
way transport mode.
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A second major issue in Canada is the impact of transport
services on development and the rail freight rates that should
be charged for services to and from under~developed areas.

The freight rate problem in Canada is complicated by many

e
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over-riding political questions that stem from the time that

, the transcontinental railways were constructed in the latter
N part of the 1i9th century. Economic development is very un- i
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Table 1, Annual Transport Infrastructure

Costs and Revenues for all Levels
of Government in Canada

(millions of 1975 constant dollars)

AIR

Annual Costs
Annual Revenues
% Cost Recovery

MARINE

Annual Costs
Annual Revenues
% Cost Recovery

HIGHWAY

Annual Costs
Annual Revenues
% Cost Recovery

N— o e b

1968

340
95
28%

637
135
21%

3330
2391
72%

Year
1973

436
137
31%

714
132
19%

4310
2696
63%

1975

516
152
37%

721
122
172

4796
2805
59%
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evenly distributed throughout Canada and many regions argue
that their economic development has been compromised by the
high transport costs associated with the long haul distance
: for gocds between population centres.

5.1. Passenger  Transport Analysis Tools

é There has been very limited work on the development of
§ inter-city travel demand forecasting techniques which are
sensitive to changes in policy variables such as fares and
levels of service. Some of the earliest work was conducted
in connection with the Northeast Corridor Studies in the i
U.S.A. where extensions to the traditional gravity model were
developed to estimate the impacts on modal demands of po-
tential transport supply strategies [38]. Most planning
studies, however, have used trend type forecasts of passenger
travel demand because of the complexity of the factors in-
fluen~ing the inter-city travel demand market and the dif-
ficuities of forecasting future changes in these factors.

Recent passenger travel demand studies in Canada [39]
have attempted to calibrate passanger travel demand models
of the following type:

) mo_ m m m
i igu = t13uPigu 2 13 ¢ S50l (16)
f where ti?u = The demand for travel by mode m
between city pair 1i-j at time u
: - m
Eigu = L tijy
] siju = The share of travel using mode m
3
a = A vector of socio-~economic activity
] iju
variables
ci?u = A vector of attributes of transport
mode m

One form of the modal share term of equation (16) that has
been used is:

M .
m _ _ij ij
sij e /é e

where the generalized cost of travel in the above equation,
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c;; , 1s similar to that described earlier in equation (14)

for urban transport mode choice estimation.

5.2. Freight Transport Analysis Tools

PRt V]

Little effort has also been devoted to the development
of analytical tools which might support freight planning :
studies. Most studies in Canada have used trend type fore-
casts and there has been little need for demand forecasting
techniques which are sensitive to freight rate and level-.of
service changes. In Canada Hutchinson et al [40] have used
an adaptation of the urban travel demand forecasting process
to develop an inter-city commodity flow model, while Hariton
et al [41] have used time series analysis techniques to
develop forecasts of major commodity movements by region.

e

e

One of the most elagborate attempts to develop an inter-
city freight transportation forecasting model is that des-
cribed by Bronzini et al [42]. With this approach an econ-
omic model uses transport price information to determine the
origin-destination flows of commodities within a region.
These flows are then split into flows by mode and a network

simulation model assigns the mode-~specific flows to network
routes.,

While these and other attempts to develop models of inter-

: city passenger and freight flows have provided some insight

f into the mechanisms underlying these demand patterns the
techniques have not proved to be particularly relevant to

current inter-city transport issues. It has been pointed out :

previously that in North America the principal concerns are ‘

with improving the economic efficiencies of existing modes

' rather than identifying new opportunities for investments in

f capacity. In Canada improved economic efficiencies are more

likely to flow from changes in the regulatory environment

rather than from additional technical analyses.
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6. TRANSPORT AND REGIONAL DEVELOPMENT

It has been mentioned previously that one of the contro-
versial transport-related issues in Canada is the extent to
which transport services stimulate economic development in
regions, While much has been written about this problem,
particularly in the context of developing countries [43, 44]
few suitable policy analysis tools exist. Some large scale
models of economic development have been formulated and
calibrated but they have found limited use in transport in-
s vestment analysis. The more successful attempts have been
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those concerned with the impact of transport on one specific
{ sector such as agriculture [45]. §

Esguerra and Hutchinson [46] have described an approach
to the identification of agricultural penetration road invest~
ments in Colombia. A linear programming formulation is used
to model the probable responses of subsistence farms to the
improved accessibilities to markets provided by new roads.
As a farm's access to markets for cash crops is increased
then it becomes worthwhile for a farmer to increase his pro-
duction using existing production techniques and in some
cases to introduce new production techniques. The model of
the farm firm allows the value added by potential increases
in agricultural production to be compared with the costs of
road investments. A dynamic programming formulation is used :
to search for the optimal combination of agricultural penet-
ration road investments.
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A considerable body of literature exists on the impact of
; transport investments on development but it is beyond the
: scope of this paper to review this material. It is sufficient
to note that much of the work is based very strongly in econ-
omic theory rather than the systems analysis tradition of the
urban and inter-city transport sectors.

7. CONCLUDING REMARKS

Much of the work on transport sys+tems analysis conducted
during the past two decades has been concerned primarily with
forecasting transport demands given estimates of future devel-

i opment patterns. The primary use of these estiiates has been to
. assist in the identification of opportunities for new invest-
ments in transport capacity. Most of the modelling capabil-
ities which have been developed in the urban and inter-city
transport sectors consist of sequential sets of sub-models cal-
brated to cross-sectional data. While these types of models

are capable of reproducing existing travel demands there are

serious reservations about the capabilities of these models in
forecasting marginal changes in transport demand over time.

PSRN
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In North America much of the urban and inter-urban trans-
port infrastructure is in place and the planning problems are
not concerned with handling future travel demands but are con-
) cerned with improving the economic efficiency of existing
transport facilities and understanding the inter-relationships
between transport and development. While some attemps have
been made to model the transport sector in the much broader
; context of human activity distributions, available models are
of limited value. Potentially the most productive area of |
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interactions between human;activity distributions, trausport
demand and transport supply. Improved capabilities in this
area will allow the spatial distributions of activities to
be shaped so that the resulting transport demands will be
more compatible with available transport services.
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THE PRACTICE OF MILITARY OPERATIONS RESEARCH .

oo

DAVID A. SCHRADY

T S YR

Naval Postgraduate School
Monterey, Ca. 93940, U.S.A.

ABSTRACT. After presenting a brief discussion of its
origins and development, the paper is concerned with the
practice of military operations research in terms of its
proper role in defense decision making, the people who do
analysis, the difference between analysis and advocacy, and
the clients of military operations research,
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1. INTRODUCTION

Operations research 1is what many of us teach, do, or
use daily in our professional lives. Indeed, I should say
"lives" without qualifying the emplcyment of operatioms
research to professional matters exclusively., Some may
argue that operations research affects them only in their
professional dealings and that common sense governs their
personal and family lives. Operations research is, after
all, a scientific discipliune involving mathematics, proba-
bility and statistics, stochastic processes, optimization
techniques, computing and simulation, economics and natural
laws. Still some describe operations research as simply
"quantified common sense."

I am grateful for the opportunity to address this con-
ference, the first intcrnational conference on operations
research ever to be held in Korea. The title of my remarks,
"The Practice of Military Operations Research," suggests
that I am more concerned with how operations research is
done and how it affects defense decision making than with
specific applications or techniques. 1 fundamentally be-~
lieve that operations vesearch as a discipline is a form of
common sense, a common sense that has been affected by men-
tal discipline in the scientific method in general, and in
economics, the laws of probability, and optimizatinn tech-
niques in specific.

I once advised a U.S. Naval officer who was at best a
marginal student. At the midpoint of his education at the
Naval Postgraduate School (NPS), he was terribly unsure
whether he should go on what we call an "experieunce tour" or
stay at NPS for the six weeks and try to remedy his academic
deficiencies. The experience tour is a time when students go
out to an organization doing operations research and par-
ticipate as analysts to gain some '‘real world" experience.
We walted until his examination scores were ready and, at
the eleventh hour, I talked him into going or the experience
tour.

The officer enjoyed the experience tour and produced,
in the six weeks allotted, a finished piece of analysis com-
plete with recommendations for policy changes. The changee
this officer recommended were adopted at his experience tour
site and that organization recommended that these changes be
adopted cocmmand-wide. This officer's experience tour was by
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any measure very successful, While the officer gained a new
appreclation of his own talents and capabilities, he stated
that his analysis and recommendations involved only common
sense. He went on to say that it was a little disturbing
because his common sense was no longer what it had been.

His formal education in operations research had altered for-
ever the fundamental nature of his common sense. 1 view
this contribution of operations research as perhaps of fun-
damental importance in the practice of military operations
research. However, before going further with the notion of
practice, it is instructive to survey the origins and de-
velopment of the field.

S ot o P Tt BN

2. BACKGROUND AND HISTORY

Wartime, as well as politics, can create strange bed-
fellows. In the case of operations research, World War II :
provided the impetus for a fundamental change in the re- q
lationship between scientists and the affairs of man. A |
self-respecting physicist, especially if he was educated in |
the 1930's, knew what activities were worthy of a physicist }
and those that weren't. Nuclear physics was respectable. ;
Solid state physics was at the outer fringe of respecta- f
bility. Management consulting sorts of activities were j ;
definitely not respectable, When wartime conditions dic- /
tated enlisting scientists -~ physicists, chemists, and |
mathematicians -- to help out with operational military :
problems, it was a significant historical event, i

Some may note that Archimedes' advice was sought by
Hieron, King of Syracuse in the matter of breaking naval i
sieges during the Second Punic War. The well-read may even ‘
recall Benjamin Franklin's light-hearted letter in 1775 to
Joseph Priestly, anticipating by 200 years his country's
problems in quantifying American experience against the Viet
Cong. Franklin wrote: 'Britain, at the expense of three
million, has killed 150 yankees this campaign which is
A 20,000 a head and at Bunker Hill she gained a mile of
ground, half of which she lost by our taking post on
Ploughed Hill. During the same time 60,000 children have
been born in America. From these data any mathematical head
will easily calculate the time and expense necessary to kill
us all, and conquer our whole territory." Finally, it must
be noted that during World War I, Viscount Tiverton did
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significant work that would now be called operations research
for the Royal Naval Air Service, and that Fredrick W.
Lanchester published his work on the relationships between
victory, numerical superiority, and fire power.

Despite the earlier work, World War II signaled the
emergence of operations research and the context was mili-
tary. Early operations research was characterized as the
employment of scientists in the analysis of operations.
Analysis was focused upon the present, that is, current
operations and the effective use of current systems. What
was significant in the employment of scientists? A priori,
scientists were individuals with considerable intellect and
a strong training in the scientific method. What is so won-
derful about the scientific method you may ask?

One can neatly dichotomize problem solving into that
which comes from either scientific inquiry or unscientific
inquiry. Unscientific inquiry is sometimes referred to as
common sense. Scientific inquiry Is characterized by
rationality, empiricism, and rigor. These are powerful
tools and scientific inquiry was very successful when ap-
plied to operational military problems. Those who may doubt
the overwhelming superiority of scientific inquiry should
read some of the literature written since the expiration of
the thirty year moratorium imposed by the British Official
Secrets Act. R. V. Jones [1] documents clearly the futility
of investigative committees chaired by politicians, the de-
struction of purposeful investigation wrought by ego and
personal gratification, and the nearly superstitious beliefs
of some leaders of the armed forces. Examples of the latter

were the refusal of RAF Bomber Command to order crews to
stop trying to use their IFF equipment to jam enemy radars
while over enemy territory and a nearly two year delay in
the employment of chaff as a bomber penetration aid.

In summary, operations research was born out of wartime
necessity. It employed persons from the sciences, both for
the scientific method they brought to operational problem
solving and because World War IT saw the early employment of
radar, radio direction finding and other manifestations of
technology for which scientific understanding was required.
Finally, the wartime operations analysts focused their
attention on real problems involving current operations and
the employment of current systems. Further wartime analyses
were generally performed direct for those who controlled the
operations and therefore could implement the recommendation.
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3. DEVELOPMENT

On the U.S. side, the post-war period saw the U.S. Navy !
continue in the operations research business. The estab- :
lishment of the U.S. Air Force saw most of the Army analysts
depart from that Service and go with what had been the Army i
Air Corps. The U.S. Army was slow to institutionalize ;
operations research but (getting a little ahead of my story
here) Mr. McNamara made it a matter of survival for them in
the mid-1960's. Many of those who were uniformed analysts
during the war went back to their civilian careers in busi-
ness, industry, and academia, and they took with them the
conviction that operations research would prove as useful in
business and industry as it had been in defense. In 1951,
the Naval Postgraduate School and Columbia University began
the first graduate academic programs in operations research, !
the program of the Naval Postgraduate School having a strong i
military orientation, During the 1950's, operations research
began to have an impact in the private sector in inventory
control, production planning, marketing, scheduling, problems
of congestion, and optimal employment of resources. !

Early operations research was frequently interdisci-
plinary. While the virtues of an interdisciplinary approach
are often praised, in World War II, operations research was
interdisciplinary by necessity. Once the academic world
started educating operations research students, the situation
changed somewhat. As an aside, Karlan Cleveland, formerly
President of the University of Hawaii, notes that inter-
disciplinary courses are normally "team taught." That is,
each faculty member lectures on his discipline and it is the
student that is expected to be interdisciplinary!

Still, the interdisciplinary notion leads us to & funda-
mental change which occurred in military operations research
in the early 1960's. That change is the emergence of the : ‘
economist as a contributor to or even dominant participant k i
in military operations research -- and the invention of the :
term systems analysis. Economics had always played a role 3
in operations research. The full title of the John :
VonNeumann and Oskar Morgenstern classic study of game theory
was "The Theory of Games and Economic Behavior" and the ‘
premier inventory control book of the 1950's, "Studies in 3
the Mathematical Theory of Inventory and Production" was : :

coauthored by the Nobel Prize economist Kenneth Arrow.
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Indeed, one of the old alternative definitions of operations
research was "economics rediscovered by physicists."

There is no doubt that the economist has become a key
participant in military operations research and systems
analysis at the national level. Dr. B. 0. Koopman, an
original U.S. Navy Operations Evaluation Group member and
developer of the theory of search, complains bitterly that
the economists came to operations research not to join the
team but to take charge of it. Koopman also describes the
economist as one who knows the cost of everything and the
value of nothing.

There is one other change that has occurred in military
operations research at the national level. The focus is
planning, the setting of requirements, and the evaluation of
possible future systems and operations. In its focus on
planning, military operations research is frequently done
for persons or agencies that do not control the operations
or even the planning. This analysis faces a difficult or
impossible set of hurdles to its implementation. In the
1960's when systems analysis was the medium in the Department
of Defense, the Armed Services rushed their analytical assets
into the planning and program arena in Washington. Today
the Armed Services have more analytical assets and there is
a better balance between planning and programming activities
in Washington and the tactical analysis activities in the
field.

Today's focus of military operations research includes
logistics, manpower (which accounts for over 50% of the U.S.
military budget), doctrine, force structuring, tactical
analysis, test and evaluation, intelligence, and strategic
planning. I note that analysis of weapons systems and
tactics is the subject of the majority of the papers to be
presented subsequently in this session. For all its limi-
tations, operations research/systems analysis has an enormous
impact on defense decision making. It is not a matter of
liking or not liking analytical methcds as a basis for de-
fense decision making., It is simply superior to other forms
of inquiry.

Having set the stage perhaps at tco great a length, it
is time to discuss the practice of military operations re-
search in terms of its proper role in defense decision
making, the people whe do analysis, the difference between
analysis and advocacy, and finally the clients of military
operat ions research.
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4, THE ROLE OF ANALYSIS

The role of operations research in decision making is
to assist, as best it can, those who must decide by pro-
viding an adequate description of the problem and by
structuring and evaluating alternative solutions. Tom Saaty
suggested that "operations research is the art of giving bad
answers to problems to which otherwise worse answers are
given." Saaty's glib definition is both pessimistic and
truthful, because operations research is rarely able to pro-
vide the correct solution to any problem. As with science
in general, the power of operations research is achieved
through quantification. The adequacy of any analysis is
strongly correlated with the extent to which all aspects of
the problem lend themselves to measurement and quantifi-
cation. The rub is, of course, that almost all real problems
have aspects which, if considered at all by the analyst, can
only be treated qualitatively. Thus analysis is properly
only a part of the material from which final decisions must
be made. To believe otherwise is to be arrogant and foolish.

It is sald that a major figure in the U.S. Defense
Department in the 1960's, a figure whose background was de-
void of military experience, initially rejected the opinions
and inputs of senior military officers, believing that all
issues of choice were susceptible to complete quantification.
Seven years later this official, still in the same important
position, admitted that his earlier perceptions were rot
totally correct and that military judgement was relevant.

As a postscript to this admission, the official added that
while he now realized the necessity of incorporating military
judgement the only military judgement he would accept as in-
put was his own.

In clear recognition of the limitations of analysis, the
preface to the 1979 CNO Studies and Analysis Program states:
"This study program addresses the most significant issues for
which analysis offers reasonable expectation of providing
valuable assistance in improving Navy program planning.” 1In
summary, operations research can be most valuable in decision
making when both the analyst and the decision maker under-
stand that analysis is only a part of the material from which
a decision must be drawn. Depending upon the problem,
analysis can be the most important ingredient or it can play
only a minor role. Not all examples of bad analysis are a
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criticism of the analyst. In many cases, the criticism ;
should be laid to a naive client.

R AR T s

5. THE ANALYSTS

The first operations analysts were civilian scientists
who were drafted or otherwise associated with the armed
services in a period of grave national crisis. When World
War II ended they returned to their civilian careers., The
U.S. Services thus had decisions to make as to in-house ana-
lytical capabilities and the extent to which their in-house
capabilities would include uniformed analysts. At the
present time, all U.S. Services have in-house analysis shops
at the headquarters level and in the field. All of the
Services have officer personnel management systems that
recognize a primary (warfare) specialty and a secondary
specialty in operations research/systems analysis. Pres-
ently the Army required approximately 600 officers to have
an operations research/systems analysis secondary specialty,
the Navy about 400, the Marine Corps about 150, and the Air
Force 200+. Additionally the Services, the Office of the
Secretary of Defense, the Office of Management and Budget,
the General Accounting Office, and the Congress all employ
civilian analysts and all are participants in defense ,
decision making. :

An assertion made earlier in this paper concerned the
superiority of scientific inquiry. It follows then that
those persons doing analysis should possess an education in
the sciences, broadly defined, and should probably have
graduate education. There are virtually no undergraduate
operations research education programs in the U.S. The :
Center for Naval Analyses has a professional staff, 847% of j
whom have a graduate degree, consisting of operations re- :
searchers, physicists, chemists, mathematicians, engineers,
economists, political scientists, and sociologists.

Still the term "analyst" is much abused. While not
being an infalable rule, it seems prudent to require that a
person claiming to be an analyst possess a graduate edu-
cation in operations research/systems analysis or omne of the i
useful sciences. It also seems crucial, and the Services
agree, that a fair proportion of the analysts available to a
Service be uniformed members of that Service. It is the

; career officer who has the operational knowledge so crucial
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to adequate analysis for defense decision making; having

process knowledge and analytical capabilities in the same

individual is a powerful arrangement. The uniformed analyst

is also crucial in judging the adequacy of analyses done by X
outsiders for his Service. Finally the uniformed analyst j
will become, with time and uzeniority, the client who will

task others to do analyses. I am proud to note that over :
the past twenty-eight years, the Naval Postgraduate School .
has educated uniformed analysts for the U.S. Navy, Army, Air ;
Force, Marine Corps, Coast Guard, and officers from over two
dozen allied nations, including nearly two dozen officers of :
the Republic of Korea Armed Forces. X
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6. ANALYSIS AND THE ADVERSARY PROCESS

One likes to think of the scientific method as being

}ﬁ rational, open, explicit, rigorous, and verifiable. One

£ hopes further that as a scientist, the analysts will be E
f? impartial, honest, and truthful. However, recall the .
3 prophecy of Morse and Kimball [2] in stressing that analysis

7 be done only for clients who are in command and who are

capable of making decisions. They further noted that; "The

{
H
: ]
i analyst must never denegrate into a salesman for a laboratory ;
?: or a service branch." The Operations Research Society of :
i America [3] noted, "It may happen that studies are sponsored ?
g‘ by an authority who cannot make the final decisions under i
g consideration. In this case, the analyses may be used not i
ks only to arrive at, but alsc to justifv the authoritv's ‘
& recommendation. Then the operations analyst may be placed !
2 in an advocacy position." ,
Ke The adversary process is a decision making process 1
%%. widely accepted in our society, but it operates by rules that : .
f‘ are somewhat different from those of the zcientific method. )
B The adversary process requires that participants attempr to i
e influence decisions through presentation of their cases. The
%s adversary process requires that what the participant asserts
b should be true, but it does not require that it be the whele
e truth. The competent analyst must clearly realize the dif-
i ; ference between analysis and advocacy. I do not mean to
% ; chamption analysis and condemn advocacy. BRoth are ussful
; but a good analyst must recognize the aitfference. ¢
. - i The 1969 debate before rhe Congress on ballistic missile 3 :
B : defense, the ABM debate, focused the issues of aralysis and 4 ’
% ‘
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advocacy. Senator Henry M, Jackson, in the report of the :
Subcommittee on National Security and International Opera- .
tions commented about the analyses brought to the Committee's ‘ .
attentjon:
"Analysis, of course, varies greatly in quality.
One often wishes that advisors with different
points of view would confront each other directly
‘ and in public so that hidden or unstated as-
i sumptions could be revealed and the different
‘ modes of analysis explored.”

Because of the potential harm that the situation de-
scribed by Senator Jackson could do to the profession, the
Operations Research Society of America published a report [3] :
entitled "Guidelines for the Practice of Operations Research." 1
Analysts, as well as their clients, should be familiar with :
this report. The report contains the following excerpt: ' %

"The analyst, as an analyst, must restrict his 3

analysis to the quantifiable and logically :

structured aspects of .he problem only. 1In
complex problems, perhaps the most valuable

thing the analvst can do is to point out to

his client that there are uncertainties in-

herent in his analysis and their conclusions,

uncertainties deriving from such factors as:

* Lack of agreement on means of evaluating
the worth of complex systems;

Uncertainty about the technical capabilities
and costs of systems yet unbuilt;
* Uncertainties about environmental and

operational factors that influence

performance;
- Uncertainties about the future capabilities

and intentions of possible adversaries."
3 During Worid War II there were sometimes opportunities
3 for the analyst to demonstrate the confidence he had in his
analysis. The story is told about the analyst who recom-
mended that bombers flying against the Japanese fly at 9-10
feet, in the "seam" between their medium and high altirude
antiaircraft guns. In that case, it was possible for the
analyst to volunteer to fly in the lead bomber. In the
planning of future system.. and future force structures, few
such oppcrtunities for the analyst to demonstrate his honesty,
unbiasedness, and objectivity exist.
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7.  THE CLIENTS OF MILITARY OPERATIONS RESEARCH

This discussion of the practice of military operations
research would not be complete without a discussion of the
qualities and respcnsibilities required of the clients of
such analyses. The client could be a program, a warfare
specialty, a Service, the Department of Defense, the Congress,
or the President. A good client is a sophisticated one who
knows the power and the limitations of analysis. A good
client is one who does not provide the answer and ask the
analyst to prove it. A good client asks operations research
to help with only those problems which are reasonably ame- ¢
nable to structuring and quantification. It is wrong for a '
client to request analysts to determine an‘unqualified, : )
cardinal measure of total defense capability. It is wrong ﬂ
to ask by how much that capability will increase if system X
is added to the arsenal. It is wrong to ask operations re-
searchers to predict the future. Good analysis results from
good work by good analysts as a result of good tasking from
competent clients.

.
[V
v

8. SUMMARY

The successful practice of military operations research
depends upon a number of factors other than models, algo-
rithms, and efficient computer codes. People are important p
as are the organizational arrangements. Analysts are persons
who at a minimum have graduate education in a scientific
discipline and who understand the operations they analyze.
Ideally, studies and analyses ave performed for the persons
or agencies who have the authority to make decisions. While
this is clearly not totally feasible in the context of de-
fense planning at the national level, it should be the rule
in the analysis of operations. All parties, analysts aud
clients alike, should appreciate the role of operations re-
~earch as an aid tc decision making and not & pubstitute for
executive decision making. The role of analysis is to pro-
vide a better understanding of the process or problem and to
provide the decision maker with evaluations of alternative
solutions, TFinally, the profession and the military are
best served when the analyst functions 2s an analyst and
avoids advocacy
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RESOURCE ALLOCATION AND DEFENSE PLANNING
IN RETROSPECT AND PROSPECT*

CHARLES WOLF, JR.

The Rand Corporation
1700 Main Street
Santa Monica, California 90406, USA
February 12, 1979

ABSTRACT. A retrospective view of resource allocaticn
and defense planning is presented as a review of a landmark
book on the subject, written nearly twenty years ago: The
Economics of Defense in the Nuclear Age, by Charles Hitch
and Roland McKean, 1960, Although Hitch-McKean have met
remarkably well the test of time, a number of omissions and
commissions are discussed from the vantage point of the
present.

In examining prospective issues of resource allocation
and defense planning, several topics are addressed: in-
creasing competition for public sector resources; possibly
increasing real costs in defense industry in the midst of an
inflation-prone economy; the growing relevance of energy
policy in defense planning; the new importance of foreign
exchange markets and exchange rate uncertainty in the
planning and deployment of forward based forces; and the
new opportunities provided by technological developments for
capital-labor substitutions in the planning of defense foices.

Finally, the paper suggests that implementation analysis
will and should receive greater attention in future defense
planning studies.

xAn invited talk prepared for the Pacific Conference on
Operations Research, April 23-28, 1979, Seoul, Korea.
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1. INTRODUCTION

The topic which the organizers of this conference asked
me to address is formidable in scope. The first part of the
topic, "Resource Allocation," embraces literally all of de-
fense economics. The second part, 'Defense Planning," if
interpreted literally, covers strategic forces, doctrines,
and targeting; general purpose forces and their employment;
defense research, development and systems acquisition; com~
mand, control and communications, the effects of SALT II and
other arms control agreements on all of the foregoing; and
so forth.

Furthermore, the combination of "resource allocation"
and "defense planning' implicitly covers other special policy
issues, as well. For example, such issues as arms transfers,
and the structure, scale, and role of overseas bases and
deployments of U.S. forces, in Korea and the Philippines,
also come within the topic, because they involve the alloca-
tion of defense resources., Even an issue as remote as U.S.
export control policies legitimately comes within the pur-
view of resource allocation and defense planning. For
example, U.S. exports of computer technology may affect
Soviet capabilities, and hence influence U.S. defense plan-
ning and resource allocations.

Frankly, I don't know anyone who is qualified to address
all of these issues adequately without drawing upon a sub-
stantial number of ccauthors! Certainly, I don't feel
qualified to do so.

What, then, should one do in facing such a formidable
subject, under severe limitations of time and knowledge and
with a reluctance to draw upon a dozen or more colleagues at
Rand or elsewhere to be coauthors?

My response is to aitempt only a very limited treatment
of the topic.

The retrospective part of my remarks will review a land-
mark book in this field, The Economics of Defense in the
Nuclear Age, written by my former Rand colleagues, Charles
Hitch and Roland McKean, and published in 1960.1 This book
is probably the most comprehensive work on resource alloca-
tion and defense planning published in the past two decades.
The question I will address in my retrospective remarks is:

1. Charles Hitch and Roland McKean, The Economics of Defense

in the Nuclear Age, Harvard University Press, Cambridge,
Massachusetts, 1960,
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How does the Hitch-McKean work look nearly tuenty years after
publication? What are its significant omissions and com- .
missions? ?

The prospective part of my remarks will then try to iden-
tify and comment on a few major current and impending issues .

of resource allocation and defense planning.

Before I proceed, let me apologize for concentrating on
American defense economics and planning issues. I have not
attempted a broader treatment from the viewpoint of the
other countries and regions represented at this conference,
although such a broader treatment would be desirable. I
hope you will be able to link the observations I will make
to defense issues in other countries with which you are

familiar.

2, IN RETROSPECT

Let me begin by refreshing your recollection cf the ‘
Hitch-McKean book. It is divided into three sections: ‘
Part I. "Resources Available for Defense," which addresses
the relationship between defense and the domestic economy;
Part II. "Efficiency in Using Defense Resources,” dealing
with allocative options within the military sector, and the
competing and complementary relations among operations deci-
sions, procurement and force composition decisions, and
research and development decisions; and Part III. "Special
Problems and Applications,” which covers such specialized
topics as the economics of military alliances, logistics,
economic warfare, and R&D decisionmaking.

In my judgment, the Hitch-McKean book (hereafter referred
to as H-M) stands up remarkably well to rereading in 1979.
Nevertheless, there are a number of interesting omissions
and commissions and differences in emphasis that, in retro-
spect, appear worthy of comment.

1. In discussing the relationship between inflation and !
defense, H-M stress the effect of defense spending on infla-
tion. The authors don't give much attention to the effect of
inflation on defense spending. From the vantage point of
1979, the latter relationship is at least as important as
the former. The deep~seated and persistent inflationary
characteristics in the American eccniomy at present have major
consequences for defense resource allocation and planning.

For example, thé differential rate at which manpower costs

and capital costs have been rising should affect opnortunities
for efficient substitutions between capital and labor in
planning, developing, and operating weapons systems and

military forces.
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Consider, also, the political commitment made by the
U.S. to our NATO allies to raise the real value of defense
spending on NATO-related forces. The issue of a proper de-
flator for defense expenditures, to calculate real as against
nominal outlays, has now become an important issue of defense
planning and policy. It was largely irrelevant to defense
planning in the relatively stable economic environment in
which H-M was written.

2, The index to H-M has no reference to "energy' or

"0il." However, the chapter dealing with "economic warfare"
includes this prescient reference:

"Contrel over Middle Eastern oil by any
single power or bloc would be a compara-
tively potent weapon because it could
upset the Middle East and European
economies sharply, particularly during
an initial period before adjustments
could be made."?

Notably, the quotation omits the U.S. However, with
U.S. oil imports currently amounting to almost 50 percent of
national consumption, the U.S. has also become highly vul-
nerable to a protracted interruption of Middle Eastern oil
supply, although less vulnerable than our European and Asian
allies. One major consequence of this sharp economic change
is the importance for national security of the proposed
Strategic Petroleum Reserve. This $25 billion oil stockpile
has become a major issue and resource claimant in U.S. de-
fense and foreign policy planning in the 1980s, as it was
not in the 1960s.

3. The index to H-M contains no reference to such major
issues of international finance as those related to the
roughly $500 billion of Eurodollar overhang in international
exchange markets. One result of the overhang is a high
degree of instability in foreign exchange rates under the
present flexible rate system, The fluctuating value of the
dollar creates a serious problem of resource allocation for

§ U.S. forward-based forces in Europe, Korea, and the Western
1 Pacific., These were not important issues at the time H-M
i was written. They are serious concerns now and likely to
! become more so in the years ahead.
g
; 2, Op. cit., p. 303,
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4, H-M do not address the subject of nuclear prolifera-
tion, perhaps one of its more surprising omissions.
Expansion of nuclear reactors in the past two decades--
probably a considerably greater expansion than strictly eco-
nomic calculations would have warranted--has created serious
issues for defense planning in the 1980s that were not fore-
seen in the 1960s. On the one hand, these issues relate to
the entire fuel cycle: uranium supply; enrichment and re-
processing technology and facilities; waste management; and
the breeder reactor. How these stages of the cycle are
managed or avoided will affect the supply of weapons-grade
nuclear materials in various countries and regions. On the
other hand, proliferation also depends on the incentives that
exist, or may be perceived to exist, for such countries as
Korea and Taiwan to acquire nuclear weapons in order to
strengthen deterrent capabilities they may feel have been wea-
kened by changes in U.S. force posture or foreign policy.

5. At a more microeconomic level, one finds surprising
the absence in H-M of any detailed discussion of policies
and costs relating to wilitary manpower. Since establishment
of a volunteer military force in 1973, a close linkage has
been created between civil labor markets and the market for
military manpower. The resulting impact on the budgetary
costs of defense, and the optimal structuring and operation
of forces as between capital-intensive and labor-intensive
components, have become important issues of defense planning
in the 1980s, which were not of concern in the 1960s.

6. 1In some respects, H-M reflect a view of the nature
of war, of deterrence, and of defense economics that is less
complete and boph;qticated than most of us have, or think
we have, currently. For example, H-M make the following
remarkable observation:

"Tn our view the problem of combining limited
quantities of missiles, crews, bases, and
maintenance facilities te 'produce' a strategic
air force that will maximize deterrence of
enemy attack is just as much a problem of
economics (although in some respects a harder
one) as the problem of combining limited
quantities of coke, iron, or scrap, blast
furnaces, and mill facilities to produce

steel in such a way as to maximize profits."
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From the vantage point of 1979, most of us would feel
that this statement ignores several considerations which
seriously degrade the analogy: the vastly greater difficulty
of specifying the "deterrence" objective than the “profit"
objective; the fact that "deterrence" depends on the per-
ceptions and the actilons of Soviet decisionmakers as well as
on U.S. actions; and the potentially important interactions
between U,S. decisions about developing, procuring and de-
ploying forces, and those of the Soviet Union,

Notwithstanding these few critical comments, I repeat
my earlier gereral assessment: The Economics of Defense
in the Nuclear Age remains, twenty years after it was
written, a valuable survey of resource allocation and
defense planning. I think any of us would be happy if
work we have done passes the test of time as well as does
H-M!

H-M make a particular point which is unusually prescient
with respect to the economic issues related to defense plan-
ning in the future, Written at a time when nuclear weapons
were often accorded an exaggerated, and sometimes exclusive,
role in defense analysis, H-M remind the reader of the im-
portance of '"economic strength as a deterrent of lesser
aggression."" The importance they ascribe to mobilization
potential--the ability to boost defense spending, and under-
take rapid economic and military mobilization efforts--as a
deterrent to conflicts short of all-out nuclear attack, is
unusually discerning. I believe this iscue of mobilization
potential will acquire increased interest among the matters
that defense planners are concerned with in the years ahead.

In recalling the importance of mobilization capabilities
in the past, I think H-M envisaged the future.

3. IN PROSPECT

I will now address a few current issues of defense
economics and defense planning in the U.S. that are likely
to assume greater importance in the years ahead.

3.1. Defense Resource Allocation and the U.S. Economy

At the macroeconomic level, a number of important changes
are under way in the relationships between defense resource
allocation and the economy as a whole.

4, Op. cit., p. 317,

¥

Y
s Rk S
-

L= e . Ak 14 AT A

-

R e Y

oLl Tar T W SN

e

&
N

3
e




R T ST v r Taae o« o oy Aaoues ARG AT ol =t b R TN R ki s P

R A TR L R ST RN

For example, cver the past twenty years the proportion
of U.S. resources devoted to defense has declined sharply.
Defense expenditures declined from 12 percent of national
income in 1957 to 1l percent in 1967, 6 percent in 1977,
and less than 5 percent in the proposed 1980 budget. Defense
planning will face tighter resource constraints than in the
past. Consequently, more careful analysis of alternatives,
tradeoffs, and costs and effectiveness of competing ways
of allocating defense resources, will be needed in the future.
In the U.S., but perhaps not in Korea and Japan, we bave
entered a period in which American taxpayers and their repre~
sentatives are displaying a growing resistance to expendi-~
tures by the public sector. In part this resistance arises
from a general disenchantment with programs undertaken by .
government, perhaps even more jin non-defense than in defense ¢
sectors. The result is additional constraints on resource
availability in the public sector
How will these fiscal limitations affect resource availa-
bilities for defense purposes? The question is both important
and difficult to answer. In the President's proposed budget
for FY 1980, defense is the only major federal government
program for which ,a growth in real expenditure is planned.
Expenditures on social programs, energy, transportation and d
housing, are, generally, scheduled for constant or reduced
real outlays. i
Will this small expansion in defense outlays be enduring
or transitory? ;
There are a number of reasons why it may be transitory:
for example, the short-run political maneuvering which
perhaps links increased defense spending to lining up Con-
gressional support for a SALT II agreement; the temporary
pledge to our NATO allies to raise NATO-related expenditures
by the U.S. to match the planned increases by other NATO
members; and the political pressures in some circles to
curtail defense outlays in order to expand certain social
programs. .
On the other hand, there are reasons why the increases
in defense spending may persist. For example, the increased \
resources allocated to the defense sector are, in part, a s
consequence of the Soviet build-up in both strategic and
general purpose forces, and there is as yet no evidence
that these will let up. Moreover, it can be argued that
the American taxpayer's resistance to public expenditures,
as reflected in Proposition 13 and other similar measures on
the American legislative scene, may be directed more toward
non-defense than defense programs, because non-defense 1
programs underiaken by the public sector oftem entail activi- é

ties in which the private sector might plausibly assume a
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greater role (such as in housing, transportation, and energy)
if public sector programs were reduced. This argument does
not apply in the defense sector, the classic case of a "pure"
public good which the market for "private" goods and services
cannot replace.

Changes that have occurred in the structure of American
industry may lead to reduced price competition in U.S.
iadustry, including defense industry. These changes result
from the greater market power of both labor and business,
leading to stronger cost-push inflztionary forces, which
are reinforced by the cost impact of regulatory and environ-
mental constraints. Defense cocts may therefore rise at the
same time as defense budgetary appropriations are under severe
constraints,

On the other hand, an optimist might argue that a leaner
and more efficient defense industrial base may result.
Tighter budgets and rising costs may create pressures
toward economizing, streamlining, and increased efficiency
among the surviving firms.

This scenario is certainly possible, but I think un-
likely.

More likely, over the next few years, is a scenario in
which the rate of innovation and productivity increase in
American industry continues to be low. In recent years,
productivity increasez have fallen from approximately three
percent per year to about one percent. The result may be a
lower price elasticity of supply of defense resources in the

future than in the past. Resource mobilization in the Ameri-

AN ST SOV MOP LRSI St gt 5 g AR Somgme e 4

can economy may become increasingly, perhaps excessively,
costly. Hence, mobilization may become politically less
feasible in the future,

Defense planners, to the extent that they are concerned
with planning for possible "surge" expansion of the defense
sector, will have to take these new structural developments
prominently into account.

3.2, The Defense Sector and the International Economy

I will address only two aspects of the changing relation-
ships between the defense sector and the international economy.
As noted earlier, the U.S. is now more vulnerable to
an oil embargo, or the threat of embargo, than in the past.
It is a deplorable commentary on U.S. policy making that the
prospect for reducing this dependence over the next three
to five vears looks dim.
Two important implications follow for defense planning.
The strategic petroleum reserve should be viewed as an
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important aspect of defense planning and defense policy.
Whether the reserve covers import demands for 120 days, as
was originally intended, or only 60 days, will seriously
affect resource mobilization problems in the event of an
emergency.” And energy policy, in general, will be an im-
portant aspect of defense planning and defense policy in the

future,
Future defense planning will also be affected by the huge f
amounts of dollars that are held abroad. At the present time, 3

foreign dollar holdings exceed the total U.S. money supply
by about 20 percent! Small changes in the confidence and [
expectations of these asset holders can have dramatic effects
on the exchange value of the dollar, and hence on the costs
of forward deployed military forces. I expect that this
source of enhanced uncertainty will become increasingly im-
portant to defense planners.

3.3. Technological Development in Defense Planning

Recent and impending developments in information pro-
cessing, guidance, and sensor technology will have dramatic ;
implications for defense planning and resource allocation,
On the one hand, the new technology makes possible more
complete and accurate command and control of the battle- 3
field, as well as more accurate targeting and delivery of
ordnance, On the other hand, the rising budgetary costs of 3
manpower, resulting from the all-volunteer torce and the ;
resulting link between military compensation and the civil i
sector labor market, creates a greater incentive for defense 3
planners to save on labor costs in force posture and system ]
development decisions. As a result, defense analyses in the
future will have to give more explicit attention to capital-
labor substitutions in the development of systems, and in
the structuring and operation of forces.

oy

4, CONCLUSIONS

The foregoing list is not exhaustive, but it indicates
some of the major issues affecting resource allocation in
defense planning that lie ahead: increasing competition for
public sector resources; possibly increasing real costs in
defense industry in the midst of an inflation-prone economy;

5. In fact, the existing petroleum reserve is below the
lower of these two levels.
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the growing relevance of energy policy in defense planning;
the new importance of foreign exchange markets and exchange
rate uncertainty in the planning and deployment of forward
based forces; and the new opportunities provided by tech-
nological developments for capital-labor substitutions in
the planning of defense forces.

I will conclude with one observation relating to the
methodology of defense policy and planning studies.

In defense planning studies in the future, we will have
to give greater attention to implementation analysis than we
have in the past. Typically, planning studies have proceeded
by comparing the costs and effectiveness of alternative pro-
grams, employing a more or less formal model of the problem
under consideration. A preferred program is then selected
by applying the usual sort of criterion to the results of
the model: for example, maximizing effectiveness for a
specified budget, or minimizing costs for specified effective-
ness. Sometimes, indeed more and more frequently, a dominant
choice doesn't emerge because there are numerous dimensions
for calculating costs and effectiveness: for example, short-
run and long-run costs without agreement on a discount rate;
initial and survivable capabilities; surge and sustainable
capabilities; political impacts on allies or adversaries;
etc.

Moreover, the various dimensions are likely to have
different degrees of uncertainty and different weights at-
tached to them by different groups outside as well as inside
the policy community. Under these circumstances, policy
analytic studies should, and sometimes do, display separately
the various dimensions of cost and effectiveness, scoring
the competing alternatives accordingly, and leaving choice
to a subsequent decisionmaker or a decisionmaking process.

Even the most sophisticated analyses usually ignore or
give meager attention to implementation issues. Defense
planning studies rarely raise and almost never answer, such
questions as who would have to what, and when, and with what
possible and likely resistances, modifications, and compro-
mises, if alternative A were chosen, or B, or C? It is
therefore implicitly assumed that the costs and benefits as
modeled in the analysis, won't be altered by implementation.

When this implicit prediction is made explicit, it will
be readily acknowledged to be unwarranted, as is suggested
by a vast range of cases; for esxample, development of the
FB-11l, and innumerable other instances of "goldplating"
in the development of new weapons systems. The question
rises whether we can do a better job in the future than
we have in the past in systematically including implementation
risks and prospects in the studies that we do?
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’ 6. Charles Wolf, "A Theory of 'Non-Market Failure': :
Framework for Implementation Analysis," The Journal of Law :
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If we are to answer this question in the affirmative, the
part of the typical defense planning study that has been aptly
named "the missing chapter,' dealing systematically with im-
plementation prospects, must become a standard part of defense
policy studies.

In recent years, discussion of implementation issues has
increased substantially. It has been concentrated in the
new public policy journals, several recent books and case
studies, and the curricula of graduate schools of policy
analysis, Most of this discussion has emphasized the typi-
cally large gap between programs as designed and as executed,
the lack of appropriate methods for anticipating these gaps
and taking them into account in doing policy studies, and
consequently the marked shortcomings of all defense planning g
analysis in failing to address implementation explicitly and !
systematically. 6 ‘

I have tried to deal with this set of issues elsewhere.
In any event it would take me too far afield to try to sum-—
marize that discussion here. However, in conclusion, I
predict that resource allocation and defense planning studies
that are done in the future will and should devote much :
greater attention to implementation considerations than they !
have in the past.
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: THE CHALLENGE OF OPERATIONS RESEARCH
' IN THE DEVELOPING COUNTRY

SANG M. LEE

University of Nebraska
Department of Management
Lincoln, Nebraska 68588

ABSTRACT. In this paper, the challenge of operations '
research in the developing country is discussed. There are I
three formidable obstacles that the operations research
profession must face in the developing country: (1) the
culture; (2) uncertainties of the decision environment; and
(3) the lack of technical support resources. Overcomlng
these obstacles is a real challenge. However, there exist
valuable sources of information that can be effectively
used in facing this challenge: the scientific inquiry system
and the history of operaticn's research in the industrialized
nations. If such information is digested and adapted with
creativity, it appears that operations research has an
enormous potential for contribution toward helping the nation
to achieve a sustained rate of growth in economic, social,
and political frontiers of the developing country.

PRI I

sl f s

—83—

¥ v 3 ag

R
>,

»
]
Wl

J

5
Das’

N
.
.
»
RO Wit

1’5&
%
d
@
{T
g
A
*
x

J r - .
«. L R .
1 - 3‘:1:‘ ;\ ..‘L . o - N
w

e

‘

ke
o,

2
y
L}
N
l
“
S
| &




= < P bttt St s Yl - vl Fdipahaft
TP T L R T b T T R VRS PN AT S A oo e e e B RS O PR T SRR T R S AR

ABBETo T IR
i3

1. INTRODUCTION
Managerial decision problems have greatly increased in
number, complexity, and magaitude over the past thirty years.
his change has been due, in large part, to a dramatic change
in the nature of management and the envircnment within which
it operates. While organizations have become much larger and
more complex, management functions have become more special-
ized. Natural resources required for operations have become
increasingly scarce, forcing managers to evaluate decision
problems while considering environmental constraints. Ecology
and pollution control have become household words, govern-
mental and consumer groups have begun tc exert greater demands
on organizational actions, and international politics and
trade decisions {e.g., tension in the Middle East, the OPEC
actions, etc.) have profound impact on many organizations.
As managers have become increasingly held accountable
for their decisions, not only to top management and stock-
holders, but also to government and other outside interest
groups, they have looked for more sophisticated approaches
to the analysis of overwhelmingly complex problems. Thus
there has been an increasing demand for techniques that would
be helpful for finding the best solution to a problem ané a
. defendable basis for arriving at the course of action selected.
Consequently, we have seen great progress in the field
of operations research (OR), especially in the United States. '
Many new theories have been developed and existing techniques :
greatly refined as a result of technical breakthroughs.
Also, new applications of existing techniques have been
developed, and an increasing number of complex oroblems are
being solved with the aid of i{he computer. The greatest
advance in operations research, however, has accurred in the
implementstion of scientit'ic approaches to real-world mroblems :
[107.
The students and practitioners of operations research in )
the developing country are faced with three formidable 3
obstacles: (1) the culture which may not be conducive to
the systematic decision making; (2) the uncertainties and s
' changing nature of the decision environment; and (3) the
: lack of technical support resources. However, they alsc have
a decisive advantage. They use the history of successes
and failures of operations research in the industrialized
nations as a guide. Nevertheless, there is an enormous
§ challenge for operations researchers in the developing
country. In this paper, the nature of this challenge wiil
ve discussed in iight of the broad scientific inquiry system
for decision making and the history of OR in the industrial-
ized nations.
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2. SCIENTIFIC INQUIRY AND DECISION MAKJING

"A weil-known scientist decided that he had been a
bachelor long enough, or at least that he should seriously
consider whether to get married or not, snd if so to whom.
Being a rational man, he sat down and enumerated the advan-
tagesand disadvantages of the marital state and the kind of
qualities that he should look for in choosing a wife. As
for the advantiages--and I quote from his notes, 'Children
(if it please God)--constant compenion (and friend in old
age)--charms of music and female chit-chat.' Among the dis-
advantages: 'Terrible loss of time, if many children forced
to gain one's bread; fighting about no society.' But he
continued, 'What is the use of working without sympathy from
near ‘and dear friends? Who are near and dear friends to the
0ld, except relatives?' And his conclusion was: 'My God;
it is intolerable to think of spending one's whole life
like a neuter bee, working, working, and nothing after sll.--
No, no won't do.--Imagine living all one's day solitarily in
smoky, dirty London house--only picture to yourself a nice
soft wife on a sofa, with good fire and books and music
perhaps--compare this vision with the dingy reality of Gt.
Marlboro Street.' His conclusion: ‘Marry, marry, marry.'
Having decided that he ought to get married and having listed
the desirable qualities of a future spcuse, he then proceeded
to look for a suitable candidate. He had several female
cousins, so that there wes no need to search outside the
family circle. Ille diespessionately compared their attributes
with his list of objJectives and constraints, made his choice
and proposed to her. Needless to say, he lived happily ever
after. The scientist in question--Charles Darwin; the year--
1837 [1]."

The above quotation is presented to point out several
important aspects of scientific decision making process.
first aspect is that the rational decision making process
is nothing new. Man's desire to take the most effective
action has led to a continuous struggle to comprehend the
uorms and conditions under which the environment functions.
The increase in man's body of knowledge has led to new dis-
coveries, inventions, and innovations, and these have resulted
in greater benefits, comforts, and challenges for man. The
progress of a society has, therefore, been basically deter-
mined by the production and rate of increase in knowledge.

In as much as knowledge is sought for more effective action,
this pursuit is the basis for a cognitive system that we shall
call “science." Science is the process or organized body of

The

knowledge conforming to established rules of inquiry, as well
as to a system of propositions [10].
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Through knowledge, science, and specialization, man has
recognized many of the relationships of his environmental
systems. This new knowledge has provided man with the oppor-
tunity to manipulate envirommental conditions to produce de-
sired consequences. Man has thus acquired much control over
nature, providing new horizons of civilization and growth.
However, this is also the genesis of the problem of decision
analysis, since different decisions may result in different
consequences. Man attempts to select the course of action,
from a set of alternative courses of action, that willachieve
his objectives as fully as desired. Decision analysis is a
formalized process for increasing man's understanding and
control over environmental conditions. Thus, every new
development in knowledge or science may have a potentially
practical implication for decision analysis.

The second aspect we would like to point out from the |
quotation is that decision analysis is constrained by the
environmental factors. Charles Darwin was a superb scientist
and therefore he wasebletobe rational in selecting his course
of action. For some reason, however, Darwin limited his
search for the bride within the family circle. Although he
thought he made the optimum decision, it might have been a
suboptimum decision at best. This special. constraint he
imposed might have been due to his family training, person-
ality, or the accepted life style during that period of time :
in England. In other words, the decision environment presents
a8 host of constraints to the decision making process.

The third aspect which deserves our attention in the
quotation is that Darwin employed a systematic methodology
to solve a complex real-world problem that invoives multiple
objectives. It is precisely this element of complexity which
has led to such a host of difficulties in scientific decision :
analysis.

ae

2.1 Decision Environment

[TV SN

One of the primary incentives for man to pursue know-
ledge is the basic human and environmental problem of sat- :
isfying unlimited human desire with limited resources. This ]
has always been the most troublesome human problem. Most

PRI Py

human organizations, whether they are business enterprises, 3

governmental agencies, or social institutions, have evolved ]

in such a way as to narrow the gap between desires and i

resources. 7

There are two possible approaches that may be employed i

to solve this human problem. One is to increase available §

resources. For en individual, this approach may take the 3

form of the Protestant work ethic which calls for hard work ﬁ

to increase resources so that the individual can satisfy e
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most of his desires. Or it may take a form of scientific
endeavors that will enable him to utilize existing limited
resources in a more efficient manner. Finally, it may mean

a scientific breakthrough that creates new uses for relatively
abundant resources, such as water, air, sunshine, etec.

The second basic approach is for an individual to limit
his desires so that the existing resources become sufficient
to satisfy them. For example, one may choose to have a small
cottage in the mountains and meditate ten hours, have only
two meals, and work four hours per day. The two approaches
we have cited are quite in contrast, but both have found wide
practice in the history of human society [3].

The first approach is clearly a general philosophy of
Western culture. One who accumulates wealth through hard work
or innovative ideas becomes a successful person. The eco-
nomic rewards of hard work also usually result in social
and psychological rewards. In short, "money talks" for the
fulfillwent of human desires. It is quite common in this
country to find a millionaire being respected even more
highly than statesmen, artists, scholars, or religious leaders
Since we live in an environment of scarce resources (and it
is becoming scarcer everyday), it may be perfectly natural
and appropriate for those who acquire greater control over
resources to receive social respect.

The second approach has been a long-accepted practice,
although it is gradually diminishing, in Eastern cultures.

By exercising strong self-discipline, self-control, and some-
times even self--denial, one reduces his desires to the very
minimal, let's say to the subsistence level. This philosophy
is broadly defined as asceticism. Ascetics usually introduce
some philosophic or regligious acceunt into their daily life
in order to enrich their "inner" happiness, Physiologically,
the practice of asceticism is far from a comfortable way of
life. However, meny have found the practice of asceticism

a meaningful life style as they veceive social respect for
their philosophy, knowledge, and courage to endure physical
hardships. If not completely ascetic, an austere way of life
has long been advocated in many Asiatic countries as the
gentlemanly life style. For example, even today, many orient-
al millionaires spend their leisure by enjoying "small
pleasures" at home, such as practicing calligraphy, playing
"go" (complicated oriental chess-type game), composing poems,
or watching the birds.

The point of this discussion, aside from the pros and
cons of Eastern and Western culture, is that in a scciety
where limitation of human desires is a respected way of life,
it is unlikely that systematic decision analysis will find an
important role to play. In other words, OR becomes important
in a cultural setting where the way of life is geared toward
greater control over resources to fulfill desires. Therefore,

—-687—

5 M N RS ot S e

o .
e

,
4
2k

Y

SR
(

1}.“.

PUORIRAR R PP PTY ALt RURLEY

w3 detafi 4w v

ok

3

A

14




T T T e T T AT, e

i
M
1
®

2D A P

t—

decision science is not equally applicable to a given problem
in different declsion environments.

2.2 The Concept of Rationality

The traditional economic theory postulates an "economic
man," who is "economic" and slso "rational." The economic
man is an "optimizer" in the Western cultural sense. He is
assumed to be one who allocates his resources in the most
rational manner and has the knowledge of the relevant aspects
of his environment. He is also assumed to possess a stable
system of preferences and the skill to analyze the alternative
courses of action in order to achieve his desires. In the
classical economic theory, we often assume that the concept
of economic man provides the basic foundation for the theory
of the firm. 1In other words, we often think that the deci-
sion-making process of an organizatior is or should be like
one employed by the economic man.

Recent developments in the theory of the firm have cast
considerable doubt on whetiher the concept of economic man
can be applied to the decision maker in today's complex
organizations [20]. According to oroad empirical investi-
gation, there is no evidence that any one individual is
capable of performing a completely rational analysis for
complex decisjion problems. Also, there is considerable
doubt that the individual value system is exactly identical
to that of the firm in determining what is best for the
organization as a whole. Furthermore, the decision maker in
reality is often quite incapable of identifying the optimum
choice, because of either his lack of analytical ability or
the complexity of the organizational environment. The concept
of economic man does not sufficiently provide either a
descriptive or a normative model for the decision maker in an
organization. Because of the orgenismic limitations of the
decision meker, his decision making will at best be a crude
approximation of global rationality. In this context, a well-
kncwr management theorist professor H. A. Simon (1978 Nobel
Laureure), has suggested that in today's complex organizatim-
al environment, the decision meker is not trying to optimize,
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instead he tries to satisfice [21]. g
There is an abundance of evidence that suggests that the ﬁ
practice of decision making is affected by the epistemological 3
assumptions of the individual who makes the decision. Indeed, g
the practice of scientific methodology and rational choice :
are not always directly applicable to decision analysis. The ; @
decision maker is then, in reality, one who attempts to ¢ 2
employ an "approximate" rationality in order to maximize the ; 3
attainment of organizational goals within the given set of é
constraints. He may fall far short of being a completely “%
5
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rational man, but his decision making behavior may at least
be "intentionally" rational, or he has the "bounded" ration-
ality. If we define decision science as a rational choice
process within the context of the decision maker's environ-
mental concern and his limited knowledge, ability, and in-
formation, the paradox between the economic man and decision
maker in reality becomes increasingly vague [21]. There
gtill remains discrepancies between the theory of rationality
and realities of human life. These discrepancies, however,
may provide valuable information for the analysis of human
behavior in the organizational environment.

2.3 Multiple Objectives

Organizational objectives vary according to the char-
acter, type, philosophy of management, and particular envirm-
mental conditions of the organization. There is no single
universal goal for all orgaenizations. Profit maximization, '
which is regarded as the sole objective of the business firm !
in the classical economic theory, is one of the most widely .
accepted objectives of management. As reviewed asbove, ih :
today's dynamic business environment, profit maximization !
is not always the only objective of management. In fact,
business firms qulite frequently place higher priorities on i
non-economic goals than on profit maximization. Or, firms
often seek profit maximization while pursuing other non-
economic objectives. We have seen, for example, firms place
a great emphasis on social responsibilities, social contri-
butions, public r~lations, industrial and labor relations,
ete, Whether such objects are sought because of outside
pressure or voiuntary managenent decisions, non-economic
objectives exist and they are gaining a greater significance.
The recent public awareness of the need for ecology manage-
ment and the gaining momentum of consumerism may have forced
many firms to reevaluate their organizational objectives. An
exhaustive study by Lee [10], and Shubik [20] clearly in-
dicates that firms strive to fulfill multiple goals.

Many contemporary decision problems faced by industry,
government, and other institutions will increasingly require
identification of more elusive and abstract objective
functions. The objective function no longer will be re-
stricted to a cardinal criterion; rather it willi involve
general criteria related to the common good. Certainly,
costs willremain to be important decision variable because
it determines the resource requirements. However, its
function will be shifted from that of the objective function
to a decision constraints.

Important developments in the field of management have
clearly indicated that "management by multiple objectives"
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is the most difficult and important area of operations
research. Martin K. Starr, editor of Management Science

and a past president of the Institute of Management Science
(TIMS), stated at a recent professional conterence that in
his opinion the most important research topic in the field
of operations research today is the area of multiple criteria
decision analysis. Warren Bennis, an eminent scholar in the
field of organizational development, stated &t a professional
conference that organizations, as well as society in general,
have become so fragmented into various interest and value
groups that there is no longer one predominent objective for
any organization. Consequently, one of the most important
and difficult aspects of any decision problem is to achieve
an equilibrium among the multiple and conflicting interests
and objectives of the various components of the organization.
Several recent studies concerning the future of the indus- f
trialized society [19] have echoed the same theme. When the
society is based on enormous technological development and
change, stability of the system must be obtained by achieving
a delicate balance among such multiple objectives as food
production, industrisl output, pollution control, population
growth control, use of nonrenewable natural resources, and
international ccoperation for economic stability.

One of the most promising operations research techniques
for multiple objective decision analysis is goal programming.
Goal programming is a powerful tool which draws upon the
highly developed and tested technique of linear programming,
but provides a simultaneous solution to a complex system of
competing objectives. Goal programming can handle decision
problems having a single goal with multiple subgoals, as well
as cases having multiple goals and subgoals {10]. The con-
cept of goal programming was originally introduced by Charnes
and Cooper {1}, [2], [4]), and further studied by Ijiri [9],
Lee [10], [11], [12], and others [8]. Application of goal
programming to real-world decision problems have been
explored for advertising media planning [6], manpower plan-
ning [5], production planning [15], academic planning [13],
financial decision making [14], economic policy analysis [10].
transportation logistics [16], [17], marketing strategy plan-
ning [18], environmental protection [3], health care planning
[10], and many others.
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3. OPERATIONS RESEARCH IN THE DEVELOPING COUNTRY

Many developing nations have achieved truly miraculous
levels of economic growth during the past 10 to 15 years. We
can witness such growth and advauncement here in Koresa.
Perhaps we can single out the following factors as the most
important ingredients of the impressive economic growth
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achieved by several developing countries: a strong sense of
common purpose for survival and prosperity among people; )
determination and a high level of motivation for hardwork by d
workers; careful economic planning and vigorous internatiomsl
trade; and the quality of leadership in government and
business. Although these ingredients are important for :
the economic growth, they are not sufficient conditions for B
a stable and continuous rate of growth. The primary reason !
for this is the fact that the expanded base ¢f the economy, 3
life style, and technological requirements require additional :
stimuli for a continuous growth.

When the developing country reaches & point in her
economic growth where it becomes an effective competitor
with industrialized nations, many existing internal and
external constraints become increasingly more burdensome.

For example, the following major obstacles must be success-
fully succumbed in order to achieve a stable rate of economic
growth: stable supply sources of required raw materials :
(especially, from external sources); international and do-
mestic markets for new products; national security and
political stability of the nation; timely and necessary
governmental policy changes for national and international
business; political and economic pressures in the inter-
national scene; technological assisiance needs; and cultural
barriers for systematic growth of the economy.

Operations research can be utilized as a universal tool
in alleviating many of the obstacles discussed above. For
example, OR can be utilized for the national defense plannirg,
development of a comprehensive economic planning models,
forecasting changes in the international trade; and the like.
As a matter of fact, operations research can serve as a
vehicle that can greatly improve the conceptual skills of the
management manpover in the developing country. It is a rule
rather than exception that most developing countries emphasize
technical skills (e.g., technical high schools and colleges,
skill-oriented vocational training, engineering and drafting
skills education, etc.) and neglect management skills (e.g.,
formal treining for leadership, motivation, analytical and
conceptual skills, and decision making). It is analogous
to emphasizing the markmanship of the soldiers and neglecting
tactics and strategies in the military.

The operations research profession in the developing
country has difficult yet challenging roles to play. It can
help the nation to achieve not only a sustained rate of
economic growth and the standard of living, but it can also
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2 serve as the poie-bearer for systematic analysis and improved ‘é
% decision making on the part of the managers and administrators. ' f
: It is hoped that operations research would become a core ' }
g requirement for business and administration programs at ) %
% colleges and universities. This certainly would speed up g
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the understanding and actual use of operations research in
the developing country.

4. THE FUTURE OF OPERATIONS RESEARCH IN THE DEVELOPING
COUNTRY

As discussed earlier, the developing country has certain
advantages over the industrialized nation in applying oper-
ations research. It can utilize the experience of others'
successes and try to avoid their failures. Also, it can
easily start the use of operations research with the most
advanced technical (theories end techniques) and technolog-
ical {computer hardwares and software) tools available today
rather than going back to 25 years ago. Let us discuss
several approaches that can be explored by operations re-
searchers in the developing country.

4.1 Learning from the Failures of Others

The development stages of operations research in the
United States can be broadly classified as follows: (1)
the primitive stage (prior to 1960's); (2) the rapid growth
stage (the 1960's); and (3) the maturing stage (the 1970's).
During the primitive stage, the operations research professia
was organized (e.g., TIMS and ORSA) by those who transferred
from such disciplines as mathematics, statistics, natural
sciences, and engi